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ABSTRACT

VLF wave-wave interaction experiments have been carried out by in-
Jjecting various forms of VLF pulses into the magnetosphere from a 21.2
Km dipole antenna at Siple, Antarctica. The dafa are collected at the
Siple conjugate, near Roberval, Quebec. The injected signals propagate
along a geomagnetic field line and often interact strongly with ener-
getic electrons trapped in the radiation belts near the equator. Sig-
nals may be amplified and trigger emissions. These signals may then
interact with one another through these energetic electrons. Suppres-
sion of signal growth and energy coupling among the signals are commonly
observed.

This report is divided into three parts. In the first part, simu-
lations of VLF pulses propagating in the magneéosphere are carried out.
The results show that the leading edge of a VLF pulse is distorted suf-
ficiently when it arrives at the interaction region to alter the details
of the wave-particle interaction process in the magnetosphere. It isg
also found that the calculated group delay at the carrier frequency agrees
closely with the travel time of the center of a VLF pulse. The center is
defined as the center of the interval within which the signal exceeds 30
percent of the peak value. 1In addition, a digital equalizer is designed
to compensate for the distortions developed in a VLF pulse that propagates
through the magnetosphere. Computer simulations show that this device
can completely compensate for the distortions.

In the second part, it is found for the first time that a 10 ms gap
in a triggering wave can induce emission, which may then interact

with the post-gap signals. Suppression and entrainment between the
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agreement with satellite measurements.

gap—lnduced emissions and the post~gap signals are often observed. The
Dhenomenon of gap-induced emission is explained by the hypothesig that
an em1351on can develop within 10 msec at the end of a triggering wave.
Experlmental data show that as the gap is opened up in time, we can

"sean" the development of emiseions. One of the results confirms an
eariier obseevation that emissiens always start with a small rise in
frequency. It 1s also found that a 70 ms gap in a trigger wave is_long'
enough to allow fallzng emission fully developed. During these studies,
a2 new feature ef wave~wave interaction was Observed. .The post—gap sig-
nals can "capture" a falling emission that is 90 Hz below the transmitier
eignels, cau51ng the emission to overshoot toward the p051t1ve frequency
side. The frequency dlfference between these two signals appears to be
an 1mportant factor in determining whether or not “the interaction can
occur.

In the third part, sideband triggering is reported for the first
time. Sidebands are generated by frequency-shift-key (¥FSK) modulation
techniques. Sidebands generated by short modulation perlods can trlggee
emissions, indicating that the average electron "memory" time in the mag-
netosphere is at least ae long as twice the modulation period. The:cof—
responding length of the electron interaction region is estimated to lie
between 2000 and 4000 km. Furthermore, it is'found that tWo.sidebands

with a frequency difference of 50 Hz or 1ess mutually 1nteract The_in~

" teraction is attributed to the overlap of the two V ranges in'uhich

the electrons ecan he organlzed by the correspondlng sidebands. It is
believed that the V range is related to the wave 1ntensmty in the in-
teraction region. Using a homogeneous model, we have found the wave 1n—.

ten31ty in the 1nteract10n region to be 2.5 ~'10 mg, in reaSonable
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Chapter 1

INTRODUCTION

This study is concerned with VLF wave-wave interaction (WWI) in the
magnetosphere. In this chapter, we give a brief introduction on this

topic and ocutline the contributions of the present work.

A. Magnetosphere

The magnetosphere is created by the interaction between the solar
wind and the geomagnetic fields. The solar wind is a plasma consisting
mainly of electrons and protons. The solar wind flow is supersonic. At
the earth, the solar wind encounters the earth's magnetic field. The
result is the bow-shock wave sunward of the planet, where the solar wind
is decelerated and deflected. The solar wind drags the geomagnetic field
toward the midnight direction. The magnetotail is formed. Most of the
solar wind flows past the earth's protective magnetic field, but some
leaks through, filling parts of the magnetic cavity with hot plasma.
This magnetie cavity, distorted by solar wind flow and filled with ten-
uous plasma of varying temperatures, is the magnetosphere [e.g., Chapman,
1977]. A sketch of the magnetosphere is shown in Fig. 1.1.

The region of our interest is the so-called "nlasmasphere' that,
roughly speaking, corotates with the earth. The plasmasphere is popu-—
lated by cold plasma, mainly electrons and protons in the energy range
of a few electron volts or less. The equatorial density could be as
high as 102 to 103 clectrons per cms. This equatorial density drops by
one to two orders of magnitude within 0.5 earth radii (RE) or less at

the boundary between the outer magnetosphere and the plasmasphere
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[Carpenter, 1962, 1966]1. The boundary, discovered by Carpenter [1962,
1963], is called plasmapause. The location of the plasmapause varies
from 2RE after the onset of a major substorm to as much as 7RE after
a long quiet period. The plasmapause is generally near rv4RE under
moderately disturbed conditions [e.g., Carpenter, 1966].

The cold plasma in the plasmasphere is created mainly by the sun.
Photons from the sun produce ionization in the F-region of the ionosphere
in the dayside sector. This cold plasma from the ionosphere can diffuse
upward along the geomagnetic field lines into the plasmasphere surround-
ing the earth. At night, the cold plasma "stored" in the plasmasphere
flows downward into the ionosphere to maintain the night time F-region
[Park, 19701.

Superimposed upon the cold plasma is a tenuocus high energy component
with energy in the keV or higher range. Most of these high energy par-
ticles are trapped in the plasmasphere for reasonably long periods. The
electron density of the energetic component can be as low as a Ffew teuths
of an electron per cm3. An electron moving among the magnetospheric
protons is practically collisionless [e.g., Ratcliffe, 1972] and moves
in a helical path around a geomagnetic field line and bounces baclk and
forth between two mirror points; one in the northern hemisphere and the
other in the southern hemisphere. Except for gyrating in the opposite
sense and taking a longer period than electrons, a proton also forms a
helical path along a geomagnetic field line and bounces back and forth
between its mirror points., Superimposed upon the helical motion is a
slow longitudinal drift around the earth, eastward for electrons and
westward for protons. The oppositely directed drifts of protons and
electrons constitute a ring current around the earth, flowing westward

[e.g., Roederer, 1970].




How does this high energy plasma get into the magnetosphere? How
do the particles diffuse within the magnetosphere? Waat are the leakage
mechanisms of these particles? All of these questions have not been yet
completely answered. One possibility may begin with solar wind particles
leaking across the magnetopause, which separates the magnetosphere from
the outer space, into a boundary layer called the plasma mantle that
sheaths the magnetosphere just inside the boundary. These particles are
accelerated along the Open magnetic field lines and enter the plasmasphere
from the polar cusp. Once arriving at the plasmasphere, thesge particles
may move to other field lines through cross-L diffusion [e.g.,Hess,lQGS].
The cross-L diffusion may come from convective E-field or asymmetrical
distortions of geomagnetic field by, say, solar storm, The loss mecha-~
nism is believed to be pitch angle diffusion either due *o cyclotron
Tesonance or due to bounce motion resonance with external excitations
[Robert, 1969, Tverskoy, 1969]. For further information on these topies,
the reader is referred to Hessg (19681, Roberts [19691, Roederer [19707,

Akasofu and Chapman [1972].

B. Whistler-Mode Signals and Cyclotron Resonance

Whistler-mode (WM) is one of the modes of propagation of electromag-
netic waves in a plasma in the presence of a static magnetic field and isg

characterized by the following:

(1) propagation along magnetic field
(2) senze of rotation of wave field the same as electrons

(3) wave frequency lcss than gyro-frequency and electron

plasma frequency




In the magnetosphere, WM waves are, roughly speaking, in the kHz
range. (We shall use the term "VLF signal” to represent WM signals in
the magnetosphere hereafter.) In this report, we limit ourselves to the
ducted WM signals only. Most of the ducted WM waves travel along field~
aligned enhancements in the magnetosphere. This confines the wave nor-
mal to small angles from the static magnetic field. Ducts for WM waves
in the magnetosphere, like optical fiber glass, can guide the signals
from one hemisphere to the other., The signals are then able ic penetrate
the lower ionosphere and reach the ground .

One of the interesting properties of WM waves is their low group
velocity. WM waves also propagate with low phase velocity., A typical
value of the group velocity near the equator at -4RE in the magneto-
sphere is about one-tenth of the speed of light.

Since WM waves and electrons gyrate in the same sense, electrons
may experience constant wave fields for reasonably long periods when the
doppler-shifted frequencies of the waves seen by the electrons equal the
local gyrofrequency. This is the cyclotron resonance condition. Tor WM
cyclotron resonance, the waves and the electrons must travel in opposite
directions. In the magnetospiiere, the electrons that ean interact with
the VLF waves are mainly in the keV range. For constant frequency sig-
nal, the most effective interaction region is thought to be around the

equator, where inhomogeneity of the geomagnetic fields is a minimum.

C. Background of the Experiments

Many types of magnetospheric amplifications and emissions are be-

lieved to result from cyclotron interaction between WM waves and energetic



electrons trapped in the radiation belts. 1In the VLF wave injection ex-~
periments that we shall discuss in this report, VLF pulses are injected
into the magnetosphere from a 21,2 km dipole antenna at Siple, Antarctica,
The signals propagate along an enhancement duet and reach the equatorial
region, whera they effectively interact with high energy electrons stream-
ing from the opposite direction. As a result of this interaction, the
signals are amplified and trigger emissions which are the "ney"” signals
at frequencies other than the parent signals. The amplified signals and
triggered emissions then travel along the remainder of the duct and ar-
rive at the conjugate point of Siple near Roberval, Quebec. The geometry
of the wave injection experiments is illustrated in Fig. 1.2,

The spectrogram in Fig. 1.3 shows an example of wave amplification
and emission triggering. 'The vertical and horizontal axes show the fre-
quency and time scales, Tespectively. The blackness indicates the wave
intensity. A two-second pulse at 3 kHz is injected into the magnetosphere
from Siple. The arrival time of the pulse at Roberval is at + = 0. The
pulse duration is indicated by the time scale, It is observed that the
signal is amplified and triggers two rising emissicns; one at about 0.5
sec and the other at the end of the triggering wave.

In addition to producing wave amplification and triggering emissions,
these experiments show a variety of interesting and important effects.

For example, the emissions may dump electrons into the ionosphere [Inan,
1977, Dingle, 1978]. The brecipitated electrons may excite X-ray le.g.,
Rosenburg et al, 1871], may perturb electron density sufficiently +to
affect subionospheric VLF pPropagation [Helliwell et al, 19731, and may
modulate the local conductivity so as to cause the excitation of ULF
waves [Bell, 1976], It is important, therefore, to understand the mecha-

nisms that govern growth of VLF waves and the generation of emissions.
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Fig., 1.2, A SKETCH SHOWING PROPAGATIO

N OF TRANSMITTER SIGNALS BETWEEN SIPLE STATION
AND ROBERVAL. Signals injected from

Siple travel along a field-aligned duct of en-—
hanced ionization. The signals interact with high energy electrons traveling in the
opposite direction in an interaction region near the equator. (Taken from Raghuram
[19771)
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SIONS.



There are a number of theories used in explaining wave amplification
and triggering phenomena le.g., Brice, 1964; Bell ang Buneman, 1964;
Helliwell, 1967; Liemohn, 1967; Dysthe, 1971, Palmadesso and Schmidt,
1971 ; Matsumoto, 1972; Brinea, 1972; Helliwell gnd Crystal, 1973; Nunn,
1974; Newman, 1977].

In one ciags of the theories, bhase-buncheqd current is employed
le.g., Helliwell and Crystal, 19737, a constant frequency signal can
interact with electrons which are nearly in resonance with it, As g
result of this interaction, the "phases" of the electrons are organized
by the wave. Net transverse currents are produced and they radiate g
new field, Thus, some of the kinetic energy of electrons jis transferred
to the wave, and the wave may appear as being amplified. This process
of organizing electrons in phases is caliled the phase—bunching Process,
The characteristic time required for the exchange of energy between the
wave and the electrons is called the bunching time.

Many VLF wave injection experiments have been designed to study the
phaseubunching Process in the Mmagnetosphere, Tyo Such experiments have
led us to the discovery of two hew phenomena : gap~induced emission and
sideband triggering. The gap-induced emissions angd post-gap transmitter
Signals often interact. fThe former can Suppress the growth of the lat-
ter, and the latter may also Suppress the development of the former. This
category of Vave-wave interaction (WWI), involving emissions as well as
amplified injected signals, is ope of the WWI's that will be discussed
in this report. Another kind of wwi that will he discussed ig the mutual
interaction among sidebands at various frequencies. Sidebands are gen--
erated by injecting frequency~shift—key (FSK) signals into the magneto-

Sphere. Sideband interactions Ooccur when the frequency Spacings between

9
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the Sidebandg are small, We shaizl also briefly deseribe this king of

WWI in the next section, These tyg kRinds of Wit mentioned above gre the

power~line—harmonics radiated by the Nbrth-America Power symtan leaking
into the magnetosphere EHelliwell et al, 1975], eche Suppression of the
Erowth of transmitter Signajs [Raghuram et al, 1977aJ, and Suppression

of hisg by man-made Signals [Raghuram etal, 1977w}, Recently, Helliwelj

D. Outline of the Thesig

This report dealg with three subjects: VLF pulse Propagation ipn
the magnetosphere, gap-induceg emission, and sidebangd triggering.

In Chapter II, we shall dizcuss pulse Propagation in the magneto~
Sphere, a highly dispersive Medium, VLF pulsesg traveling through Such
8 mediunm may suffep distortion before arriving ¢ the Wave-particle in~

teraction region., Thig distortion may alter the details of VLF wave~-



site and the interaction region is essential in the interpretation of
the results of these wave injection experiments.

In Chapter III, the phenomencn of gap—induced. emissions will be
presented . It was discovered in one such experiment in which a 10-msec
gap was inserted in & one—second pulse to alter the "phase” of the sig-
nal., At the time the program Was designed, it was pelieved that 2 10-
ms gap was too short to affect the wave-particle interaction processes
and that the main effects should come from the phase alierations. It
was the first program designed to study the details of phase—bunching
mechanisms.

it turns out that the phase alterations are immaterial to the growth
of the post-gap gignals. furthermore, it is discovered that 2 10-ms gap
in a triggering wave can induce emigsions. The gap—induced emissions may
then interact with the post-gap signals. suppressions and entrainments
petween those signals are often observed. This is one "type" of wave-
wave interaction (WW1I) in the magnetosphere we shall discuss in this
report. This WWi, involving an amplified transmitteY gignal and an emis-—
sion, will be called a forced—mode/natural—mode wave-wave interaction
(FNWWI). An emission is said to be in & natural mode hecause it is not
driven by external signals. Once it has been triggered, it is on its
OWH . Aamplified transmitter signals are in a forced (or driven) mode
because they are driven by external signals. "Forced mode’ and "natural
mode" adapted in here are defined by consideringthe wave—particleinter—
action process in the magnetosphere a8 a whole to he 2 single system.
They are not defined from the point of view of a single electron motion

in the interaction region, which is adapted by Helliwell [1g7sl.
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In Chapter IV, we shall study a phenomenon called sideband trigger-
ing, It was discovered unexpectedly during a wave injection experiment
in which the phase of a one-second signal was alternated regularly to
investigate the details of the phase-bunching processes in the magneto-
sphere. Because of the regular modulation of the phase of a signal,
sidebands are generated. We find that some of the sidebands, just like
isolated constant frequency signals, can trigger emissions.

The frequency spacings between the sidebands are controllable by
changing the modulation periods. It is found that, when the frequency
spacing is small, suppression or coupling between sidebands is often
observed. The mutual interactions among sidebands belong to the cate-

gory of sideband mutual interactions (SMI).

B. Contributions of the Present Work

1. Pulse Propagation in the Magnetosphere

We have, for the first time, calculated the distortion of a
VLF pulse {of finite duration) that propagates through the magnetosphere.

Among the results are the following:

(1) It is found that the group velocity evaluated at the
carrier frequency predicts the arrival time of a VLF
pulse better when the time delay refers to the "center"

and not to the leading edge of the pulse.

(2} 1t is found that the Irequency of a distorted pulse is
not constant over the duration of the pulse. The larg-
est deviations occur at the front and/or the rear ends

of the pulse.

12



3)

4)

(5)

1)

(2)

(3)

It is found that the frequency at which a VLF pulse suf-~
fers a minimum distortion at the equator is the "nose"
frequency which is defined as the frequency at which the

signal has the minimum time delay [e.g., Helliwell, 1965].

It is found that a discontinuity in tﬁe phase of a sinu-
soidal wave introduced on the ground develops into an
amplitude gap when the gignal arrives at the equator.
The gap can be as large as 20 msec for the signal at 3

kHz propagating along a duct at I = 4,

A digital equalizer has been designed to compensate the
phase distortion developed in the magnetosphere, Thisg
device can be used as a pre- as well as a post-processor.
Computer simulations show that the distortion can be com—

pletely compensated by this device.

Gap-induced Emissions

Gap-induced emissions are reported for the first time. A
10-ms gap in a VLF wave can induce emissions, suggesting
that emissions start to develop within a time period

shorter than 10 msec at the end of the VLF pulse.

The phenomenon of gap—~induced emissions is explained by
the hypothesis that emissions (naturai mode) can begin

at the end of the triggering signal.

A transmitter program has been designed to test some of

the ideas developrad from the studies of gap-induced emis-
sion, One of the results confirms an earlier observation
that falling emissions always start with a small rige in
frequency. It is also found that a 70-msec gap is long
enough to allow falling emissions to become fully devel-

oped.

13




4)

(5)

(1)

(2)

(3

(4)

A new feature of the WWI has been discovered. The post-
gap signal can "capture"” a falling emission whose fre-
quency lies 90 Hz below that of the post-gap signal. The
falling emission turns around in frequency and overshoots

toward the positive frequency direction.

The frequency difference between a gap-induced emission
and the post-gap signal appears to be an important factor

in determining whether or not they can mutually interact.

Sideband Triggering

Sideband amplification and triggering are reported for

the first time.

It hag been found that the energetic electrons in the
magnetosphere only resolve the sidebands generated by
signals with short modulation perioeds. Based on this
discovery, we have found a way to estimate the iength
of the electron interaction region., Our results show

that it lies between 2000 and 4000 km.

It is found that sidebands with less than 50 Hz spacings
mutually interact. Suppression and energy coupling among
the sidebands are often observed. More extensive wave

injection experiments, which will be described in detail
in Chapter IV, reveal that 50 Hz is the order of magni-
tude of the critical fregquency range within which side-

bands interact.

Mutual interaction between two sidebands is explained by
the overlaps of V,, ranges of electrons which the side-
bands can organize. The electrons in the overlap can
exchange energy with both sidebands and are responsible
for the interaction. Tuerefore, 50 Hz appears to be a

reasonable value for the corresponding frequency range

14



(5)

of the size of the V), range within which electrons ecan

be effectively organized by a sideband.

The sideband intensity in the interaction region iz esti-
mated to be on the order of 2.5 ~ 10 my according to a
homogeneous model (see Appendix B). The estimated side-
band intensity by thig simple model agrees reasonably
well with satellite measurements [e.g., Heyborne, 1966;
Burtis, 1974; Inan et al, 1977].

15
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Chapter II

VLF PULSE PROPAGATION IN THE MAGNETOSPHERE

A, Introduction

In this chapter, we discuss the problem of VLF piulse distortion due
to propagation through dispersive media. Recuntly, investigations on the
interactions between whistler-mode (WM) signals and energetic electrons
have been carried out experimentally by injecting RF pulses into the mag-
netosphere [Helliwell and Katsufrakis, 1974; Koon et al, 1976]. Among
the results of this work are yave growth and triggering emisszions on the
output signal as received on the ground. But the front end of a pulse
may have been distorted by dispersion in such a way that it could appear
to have been amplified. Without knowing how a pulse is distorted after
traveling through the magnetosphere, we may draw wrong conclusions ahout
wave-particle interaction (WPI) processes based solely on the observed
data. Furthermore, the pulse may have been stretched enough in the front
by the time it arrives at the interaction region to significantly alter
the details of the WPT processes. Thus, it is essential to study the
problem of pulse propagations in the magnetosphere.

Pulse propagation in a dispersive medium is a well-known problem
[Brillouin, 1960] on which numerous papers have been written. Most (if
not all) of these studies are carried out in homogeneous wmedia [e.g.,
Haskell and Case, 1967; Ronnang, 1968; Vidmar and Crawford, 1975; Seyler
et al, 1972; Buckley, 1975]. As far as we know, this is the first time
that the distcrtion of a VLF pulse propagating in an inhomogencus medium,

the magnetosphere, has been calculated.
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One of the most popular approaches in studying pulse propagation is
to obtain an approximate analytical expression for the envelopes of the
distorted pulses by using the saddle-point method of integration [Brii~
louin, 1960; Budden, 1966; Haskell and Case, 1967; Ronnang, 1967; vidmar
and Crawford, 1975]. A less popular approach was adopted by Seyler et
al [1972] to study pulse propagation mmerically in a lossy but homoge-~
neous magnetoplasma. In their study, they took advantage of the avail-
able fast Fourier transform (rrr) technique to decompose a pulse train
into its rourier components, then allowed each component to propagate
through the medium Separately and, finally at the points of interest,
added all the components together by taking the inverse Fourier trang-
form to obtain the amplitude vs time of the distorted pulse.

Formulation of the problem of pulse bropagation through a slowly
varying medium by any of the analytical methods becomes tedious and cou-
plicated. Numeriecal methods using the FRT technique, on the other hand,
require only a knowledge of the phase delays and a local modification on
the amplitudes of these frequency components. Therefore, the numerical
approach is wore attractive than the analytical methods of solving the
problem of pulse propagation in a slowly varying inhomogeneous medium,

We are interested in the propagation of a whistler-mode (WM) pulse
along a duct in the magnetosphere. By using a well-developed model for
electron concentrations along a duct [Angerami, 1966 ; Park, 1971] and by
assuming a dipole model for the geomngnetic field, the phase velocity vp
in every point along the path for each frequency component in a whistler-

mode can be easily caleulated by the dispersion relationship

2 2
L — (2.1)
oo T T - ]

P
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where fp and fH are the plasma frequency and the gyrofrequency, re-

spectively. The phase delay can then be obtained by

z
t =f %ﬁ (2.2)
p o o

We have assumed that the spatial variation is so small that the phase
velocity is constant within a2 wave length.

In the next section, we describe the method of study in detail. 1In
Section C, WM pulse propagation in a homogeneous magnetoplasma is stud-
ied. The group velocity is reproduced. Some dispersion characteristies
of a WM wave can be seen easily., It is observed that the distortions of
a pulse depend on its carrier frequency. In Section D, the problem of
pulse propagation along a duct in the magnetosphere is studied. The pulse
shape is monitored at six locations along the path. The distortion of a
pulse depicts the importance of the choice of the carrier frequency. We
demonstrate that it is possible to choose a frequency at which the pulse
envelope shows a minimum distortion at a particular location along the
path. Discussions and conclusions are presented in Sections E and F,

respectively.

B. Theory

An RF pulse has a frequency spectrum centered at its carrier fre-
quency. The bandwidth of the spectrum, roughly speaking, equals the in-
verse of the pulse duration. In a dispersive medium, the phase veloci-
ties of various frequency components of the spectrum are different. As
the pulse travels through a distance 1L, the phase of each frequency

component is retarded according to its phase velocity. As a result, the
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pulse shape is altered. It ig generally (but not always) true that the
longer the propagation distance, the greater the distortion,
We shall limit ourselves to cases in which the medig are linear and

lossless. Suppose that g pPulse propagates from 2z =0 to z = z and

1
that the electric or magnetic field at g = 0 is
a(t,z) lz—-O =a(t,0) = q(t) sin 2fct (2,3)
where
a(t) 1is bound in time
fc = carriey frequency
Now, let us express a(t,0) as g Fourier integral
&a
2rift
a(1,0) =f A(£,0) e TIET . (2.4)
—~to
where
(=]
-24ri
A(£,0) =f a(t,0) ¢ WML 4. (2.5)

=

In general, A(f,z) is a complex function and can be separated into

a real and an imaginary part as

A(f,z) = .&\r(f,z) + iAi(f,z) (2.6)
where

o
A (f,z) = f a(t,z) cos 2pftdt (2.7)
z g v+ |

al 4]
Ai(f,z) = -J a(t,z) sin 2xftdt (2.8)
—-ra




A(f,2) can also be expressed as an amplitude and a phase part as

A(f,z) = Am(f,z) exp[}Aph(f,z)] 2.9
where
2 2 i/2
A (£,z) = [A (£,2) +A.(f,2)] (2.10)
m T i
_ Ai(f,z)
Aph(f,z) = tan A'?"f-’z—) (2.11)

Unlike a pulse propagating in a homogeneous and nondispersive me-
dium, in which the phase of its spectrum is linearly retarded {e.g., pro-
portional to the frequencies of the components), the phase retardation
of a pulse propagating in a homogeneous and dispersive medium denends on
the details of the dispersion relationship. In general, the phase retar-
dation in such a medium is not linearly proportional to the frequencies
of the components. As a result of this nonlinear phase retardation, the
temporal shape of the pulse becomes distorted. In addition to the non-
linear phase retardation, there is a change in the relative amplitudes
of the components of a pulse which propagates in an inhomogenecus and
dispersive medium. 1In a slowly varying medium, this change is a Jlocal

effect; it is discussed in Section D.

1. Homogeneous and Nondispersive Medium

The terms "homogeneous" and "nondispersive" imply that the
phase velocity vp is independent of space and frequency, respectively.
Having traveled from z =0 to z = Zjs 2 pulse has a spectrum given
by
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A(f,zl) = Am(f,zl) exD[}Aph(f’zl)] {(2.12)

where
Am(f,zl) = Am(f,O) (2.13)
él
Aph(f,zl) = Aph(f,O) - 2xf v—p- (2.14)

Note that the phase retardation 21rf(21/vp) is linearly proportional +o

the frequency f. Tt can be easily shown that

z
A(f,zl) = A(£,0) exp (—iZJri’ ‘—r—l-> {2.15)
p

We can obtain the signal in the time domain simply by taking the inverse

transform of Eq. (2.15).

o 2z R Zz
a(t.zl) = f A(£,0) exp(-i2xf {’—1— gttt df = a (t - —1-,0> (2.16)

that is,
z, z,
a(t,zl) = qlt - 17; sin |2xf [t - ‘—f;— (2.17)

Equation (2.17) indicates that the pulse has just been retarded

by a time zl/vp and has no distortion at alil.

2. Dispersive Medium

The phase velocities of various frequency components are dif-
ferent in a dispersive medium. 1In general, the phase velocities can be

found through a dispersion relationship which characterizes the med ium.
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The amplitude and phase of a frequency component, after traveling from

z=0 to z == can be written as

1!

Am(f,zl) Am(f,O) . m(f,zl)
(2.18)

21 dz

A (£,0) -f af ——e
h v (£,2)
p 0 p ?

Aph(f’zl)

wherse m(f,zl) is the amplitude modulation function. 1In a slowly vary-

ing medium, m(f,z.) depends only on the refractive index at = in a

1
homogeneous medium, it is unity.

It is noticed that the phase retardation jzl Zﬁf(dz/vp(f,Z))
is not a linear function of frequency in general.

The spectirum of =z = z can be expressed as

1

A
. 1 dz
A(f,zl) = m(f,zl) A(f,0) exp (—1 J(; 2nf W—) (2.19)

The corresponding signal is

© z
= se - 1 dz
a(t,zl) = £1 m(f,zl) A(E,0) exp 1Z:tf(t j(; "p f,z)) df (2.20)

Equation (2.20), in general, cannat be expressed in terms of
a(t,0) easily. By realizing that a(t,zl) is the inverse TFourier
transform of m(f,zl) A(f,0) expl-i le 2ﬁfdz/vp(f,z)], and by recol-
lecting that A(f,0) is the specktrum of +the input pulse, and that
vp(f,z) can easily be obtained from proper dispersion relations, we can
obtain a(t,zl) numerically by taking advantage of the available fast
Fourier transform (FFT) algorithm for both homogeneous and slowly vary-

ing media.
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We have summarized the method of the simulation of a VLF pulse
propagating in a dispersive medium by a flow chart shown in Fig. 2.1,

Because of the discrete nature of the operation in digital com-
puters, analog signals must be sampled first in order to be "manipulated”
by digital computers, In our case, both a time domain signal and the cor-
responding spectrum in the frequency domain would have to he represented
by a sequence of numbers properly spaced.

Figure 2.2 shows how sampling in the time domain with a sampling
frequency fs implies generating replicas of the spectrum in the fre-
quency domain at the frequency intervals T, fe.g., Bracewell, 1965],
The well-known sampling theorem stating that fs must be equal to or
greater than twice the bandwidth of the signals is sufficient to guaran-
tee that the replicas do not overlap. We can always obtain the original
signal in the time domain by low-pags~filtering of a properly sampled
signal,

Similarly, sampling the frequency spectrum of a single pulse
corresponds, in the time domain, to generating a pulse train with a rep—
etition rate equal to the frequency spacing between the samples in the
spectrum. We have to work with pulse trains in our approach to the prob-
lem. But the repetition rate of the pulses can be chosen as low as we
want so that the pulses do not overlap. Furthermore, we shall be able
to pick a time window, just as we picked a proper low-pass filter in the
previous case, so as to describe a single pulse instead of a pulse train.

Because of this discrete feature of FFI, we are physically mon-
itoring a pulse train instead of a single pulse. The period of this pulse
train is fixed in our simulation and equals 512 ms. The received signal

at each monitoring station is periodic and has a period of 512 ms.
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Fig. 2.2. DEMONSTRATION OF THE SAMPLING THEOREM. 7T = 1/fs.

26



Therefore, by monitoring the signals at every station for only 512 ms,
we shall have all of the information we need regarding the pulse distor-

tion.

C. Propagation in a Homogeneous Model

Simulation of WM pulses propagating longitudinally is carried out
in a model with a plasma density of 400 electrons per cc and a gyrofre—~
quency of 13 kHz for various carrier frequencies. These values are ap-
propriate to the equatorial region near 4RE in the magnetosphere. The
results have been translated down in frequency so that the carrier fre-
quency of the input pulse is always displayed at 500 Hz. The real car-
rier frequency may be several kHz.

Since WM waves are circularly polarized, a three-dimensional picture
is required to illustrate a WM wave. But we can always recqnstruct a
3-D picture by itwo plane-projections perpendicular to each other. TFur-
thermore, the plan projections of a perfect circular wave differ from
each other only in a fixed phase relationship. Therefore, only one pro-
jection of the WM wave, as shown in Fig. 2.3, is required to illustrate
the feature of the wave.

According to whistler theory [Helliwell, 19651, the group velocity

can be written as

2
22, ~ %2
v = 2¢ T (2.21)
g *p q
where
£ = wave frequency
fH = gyrofrequency
fp = plasma frequency
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Fig. 2.3. DECOMPOSITION OF A CIRCULARLY POLARIZED SIGNAL INTO
TWO LINEARLY POLARIZED SIGNALS.



The group veloecity vs frequency is sketched in Fig. 2.4, The maxi-

mun group velocity occurs at + = fH/4 and equals

hf
v = N27T . H (2.22)
g max 8 fp

In the model, the maximum group velocity occurs at £=3.25KkHz and
has a value of 14073 km/sec. An RF pulse at +this frequency requires
71.06 ms to travel through 1000 }m.

In the simulation, we use phase velocities to calculate the phase
retardations for all the frequency components. We have not used the idea
of group velocity. However, our simulation result shows that the center™
of a RF pulse indeed propagates with the group velocity (within g mea -
Surement error of 1 percent).

Figure 2.5 illustrates a simulation of WM pulses propagating along
the magnetic field direction. The six panels illustrate the amplitude
vs time records monitored at 8ix loeations along the path, The Spacing
between the monitoring stations is 1000 km., The 50 ms pbulse is injected
into the magnetoplasma at the 10th msec at the fivst location (s=0km).
It is noticed that the pulse has not been distorted very much and that
the difference of the arrival time at the center of the pulse at two ad-
Jjacent monitoring stations is about 71 ms. Because the measured delay
and the theoretical group delay are nearly the same, we conclude that the
wave packet is indeed traveling with the group velocity in the magneto-

plasma.

T
The center of a distorted pulse is defined as the center of the interval
within which the signal exceeds 30 percent of the peak value.
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14073 km/sec

0.25 0.5 0.75 1
tiy

Fig. 2.4. A PLOT OF GROUP VELOCITY VS FREQUENCY OF
A WM SIGNAL PROPAGATING IN A HOMOGENEOUS MAGNETO~
PLASMA IN WHICH fN = 180 kHz AND fH = 13 kHz.
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Fig. 2.5. PROPAGATION OF A 50 ms PULSE AT f = 3.25 kHz THROUGH THE
HOMOGENEOUS MAGNETOPLASMA .
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Figure 2.6 shows the dispersion of 20 msec pulses at different fre-
quencies over a fixed path of length (25000 km}. The pulses were injected
into the magnetoplasma at -1.526 second. The carrier frequencies are
4.25, 3,75, 3.25, 2,75, 2.25, and 1.75 kHz, It is noticed that the pulse
at 3.25 kuz Propagates the fastest and has the minimum distortion. we
shall call the frequency with minimum group delay the "nose frequency,”
In this case, the "nose frequency” is at 3,25 kuz,

Using the leading edges appearing on the record as references, the
arrival time could be shorter than the "group delay time" by as large as
a few pulse widths. TFor example, the arrival time of the leading edge
of the distorted bulse in the lowest panel in Fig. 2.6 ig measured to be
~1.846 sec while +the group delay time is calculated to he 1,953 sac,
There is a time discrepancy of ahout 100 msec. On the other hand, the
arrival time of the "center" is measured to be 1,955 msec. The discrep-
ancy here is less than 1 percent.

It is important to realize that the group velocity evaluated at the
carrier frequency can predict the arrival time of the “center,” not the
leading edge of the pulse. This statement applies in the frequency range
not too close to either the gyrofrequency or zero frequency, where the
phase velocity equals zero. In the model we use here, the valid frequency
range of the carrier of a pulse longer than 10 ms is about from 500 Hz to
12.5 kH=.

Other important features depicted by Fig. 2.6 are:

(1) The distortion of a pulse depends on its carrier frequency;
the further away from the "nose frequency," the more the
distortion. Tt ig generally true that the distortion is

larger below the "nose frequency" than above the "nose fre-

quency."
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Fig. 2.6. PROPAGATION OF SIX 20 ms PULSES AT 1.75, 2.25, 2,75, 3.25, 3.75,

AND 4.25 kHz THROUGH THE HOMOGENEOUS MAGNETOPLASMA FOR 25,000 km.

pulses are injected at -1.526 sec.
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(2) When the carrier is above the "nose frequency," the low
frequency components arrive before the main wave packet
and the high Irequency components arrive behind the
packet. When the carrier is below the "nose frequency
this sequence is reversed; the high frequency components

arrive first, the low frequency components latex.

D, Pulse Propagation in the Magnetosphere

In general, a wave Propagating in an inhomogeneous dispersive medium
changes both in its amplitude and in its phase. In a spatially slowly
varying medium, wheve the WKB approximation applies [e.g,, Budden, 19661,
the amplitudes of E and H fields are proportional to nml/2 and n1/2,
respectively, S0 as to Keep the Poynting vector ’E><H[ constant, where
n is the refractive index [Budden, 1966]. 1t isg clear that the ampli-
tudes of E ang H depend oniy on the loecal refractive index n, not
on the propagation path.

In the similation of g VLF pulse Propagating in the magnetosphere,
the medium jis assumed to he slowly varying such that the WKB approximag-—
tion is valid, The refractive indices gt various frequencies at a pap~
ticular location of observation have been normalizeq loeally so that the
refractive index at the carrier frequency is unity in caleulating differ-
ential amplitude changes. The absolute amplitudes are lost in the nor-

nalization Process, but the ratios between the various frequency conmpo-

nents are Preserved.

of the frequency components in g slowly varying medium has very little
effect on the distortion of a bulse. The ma jor contribution to the dig-~
tortion comes from the nonlinear phase retardation in the frequency com-

ponents.

34




The key to solve the problem is to caleulate the phase delay time
for each frequency component. The phase velocity of any frequency com-
ponent at a location where the gyrofrequency and plasma frequency are

specified is given by

f1/2 [fH (z) - f]l/z
fp(Z)

vp(f,z) = e (2.23)
We have assumed that the refractive index is much greater than unity,

A diffusive equilibrium (DE) model [Angerami, 19667 is used to de-
scribe the magnetosphere in the simulation. There is empirical evidence
in support of a DE model inside the plasmapause under normal conditions
(Angerami, 1966; Park, 19717. A dipole magnetic field is used to model
the geomagnetic field. 1In thig model, the gyrofrequency and the plasma
frequency at every point are given once the 1, value and equatorial
plasma density is given. L is the McIlwain parameter [McIlwain, 1961]
that specifies a magnetic shell surrounding the earth. In a dipoie model,
a magnetic shell is laheled by an L when the shell's equatorial radius
equals L times of the earth radius.

The phase velocities can be obtained for alt the frequency compo-
nents at every location along a duct through Eq. (2.23). The phase delay

time at =z = %y can then be calculated numerically by

zl dz

The distorted pulse at the "monitoring station™ at z 2, is ob-

tained by mordifying the amplitude and phase of each frequency component

according to the refractive index and the phase delay at zl and then
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adding a1l the Components together by taking the inverse Fourier trans-
form via the FprT.

The inserted sketch in Fig. 2.7 shows the locations of the six mon-
itoring stations along a duct at L =4, pulses are injected into the
magnetosphere at location 1 regularly at the rate of one DPulse in every
912 ms., The are length from ILocation 1 o Location 6 is about 30,000 km,
The magnetosphere is modeled by the DE-1 model [Park, 19711, and the
equatorial density isg assumed to he 400 electrons per cc.

Figure 2.7 depicts the distortion of a pulse as it bropagates from

Location 1 +o Iocation 6. A 10 s pulse at 5,085 gz is injected zt the

10th ms at TLocation 1, ag it propagates along the duct, its shape changesg.

The high frequency components appear to reach the first five monitoring
stations prior to the main bedy of +the wave packet, while the low fre-
quency components lag behind., 71t should be pointed out that the pulse
shown in Ilocations 1, 2, 3, and 4 is the same one injected at the 10th
ms at Location 1 ang it arrives at Locations 5 ang g after the 512th ms.
The pulse shown in Locations 5 and 6 is actually the one injected into

the hagnetosphere at ~502 ms from Iocation 1,

at L =4 in the same model magnetosphere occurs at about 5065 sz and
equals approximately 1,88 Seconds. The frequency at which the minimum
one-hop delay occurs is called the "noge Ifrequency,” T o+ Traveling

from an end of a duct +o the equator requires half of the one-hop time,

There is very little discrepancy between our result (942 ms) ang Park'g
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Fig. 2.7. PROPAGATION OF 10 ms PULSES AT 5.065 kHz THROUGH A DUCT AT
Ii=4 1IN A DE-1 MODEL MAGNETOSPHERE. The pulses are monitored at six
stations from 1000 km above the earth to the equator.
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(940 ms). In his study, group velocities were employed to caiculate the
group delays for whistlers. In our simulation, on the other hand, the
idea of group velocity has never been applied. It is interessting to re-
alize that these two approaches give almost identical results for the
delay time of a signal traveling in the magnetoéphere.

Pulses injected at other carrier frequencies, fc, show different
features of distortion. Examples of 10 ms pulses at 7.075, 6.085, 4,065,
and 3.065 Hz are illustrated in Figs. 2.8, 2.9, 2,10, and 2.11, respec-
tively. It can be seen that the delay time from location 1 to the equa-
tor is indeed a minimum for the pulse at 5.065 Hz.

When fc > fns’ the low frequency components arrive at the equator
prior to the main wave packet and the high frequency components lag be-
hind. There is always a location at which the distortion is minimum, as
i1lustrated by the waveform at location 5 in Fig. 2.8. The arrival se-
quence of high and low frequency components at Location 4 is the reverse
of that of Location 6.

When fc < fns’ the high frequency components arrive at the equator
first and the low frequency components last. The further the carrier

frequency is away from fns’ the greater the distortion.

E. Discussion

In addition to the "slowly varying" assumption in the simulation of
pulses propagating along a2 duct in the magnetogphere, we lhave assumed
that all frequency components propagate strictly parallel to a geomagnetic
field line. ZExactly longitudinal propagation seems unlikely to occur.

In fact, various frequency components follow different snake-like paths

inside a duct. However, in light of the theory of whistler propagation
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Fig. 2.8. PROPAGATION OF 10 ms PULSES AT 7.065 kHz IN THE MODEL MAGNETO-
SPHERE.
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Fig. 2.10. PROPAGATION OF 10 ms PULSES AT 4.065 kHz IN THE MODEL MAGNETO-
SPHERE.
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Fig. 2.11.
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PROPAGATION OF 10 ms PULSES AT 3.065 kHz IN THE MODEL MAGNETO-
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[Smith, 19611, this assumption appears to be a reasonable approximation
for wave propagation helow half of the loecal gyrofrequency inside a duct.
On the other hand, exact raytracing for all frequency components inside

a duct can, in prineiple, be included in the simulatien if necessary.

A duct can trap WM waves just as an optical fiber can confine opti-
cal beams. The cross-sectional area of a duct is not uniform and is as-
sumed to be inversely proportional to the local geomagnetic flux density.
Therefore, wave intensity should reach a minimum on the equator since the
largest "illumination area" occurs there. Since there is no differential
amplitude change among the frequency compenents in a particular location
due to the change in the cross section of a duct, it does not affect the
pulse shape. Hence, it is not inecluded in the simulation.

Under the "slowly varying" assumption, the reflected wave energy due
to changes in the refractive index is neglected. Thus, a wave propagat-
ing in a slowly varying medium must have E and H fields which satisfy

the following two physical conditions:

(1) Constant energy flow along the propagation path. In a
lossliess medium, the Poynting vector ]E)(H[ shall be
independent of the local refractive index, n [Budden,

19667,

(2) |e/H| = ZO/n, where Z_ = is the characteristic impedance

of free space.

Hence, the electric field E and the magnetic field H are propor-
-1/2 1/2
tional to n v and n / , respectively. Nole that this argument is

not rigorous. For a more precise derivation, the reader is referred to

Budden [19661. The condition under which the WKB approximation holds is
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2
1 ]1/1 dn i 1 dn
= Z(__. __) -3 33 <1 (2.25)

This relation is a quantitative definition of the term "slowly varying,"
It requires that the derivatives dn/dz and dzn/dzz be sufficiently
small and that n not be too small,

It is noticed that variations of the amplitudes of E zand H are
purely a local effect. As we mentioned before, normalization has been
performed so that n(fc) equals unity in calculating the wave amplitudes
at a particular location. The absolute wave amplitudes are lost in the
normalization process, A true amplitude can he obtained by scaling the
pulse amplitudes up or down by a factor of Jﬁ?@;j while the shapes re-
main the same,

The contribution to pulse distortion of the differential amplitude
changes in the WKB approximation is small in comparison with that from
the cumulative phase retardations. A 10 ms pulse at 3,065 Hz propagating
along a duct at 1L =4 has been simulated for two cases: one with and
the other without the differential amplitude changes. The result (not
shown) shows that the difference is negligible. This is because most
energy (about 90 percent) of a 10 ms pulse is contained between fc-+100
and fc<-100 Hz. Even at the equator, where the maximum dispersion oc-
curs, the amplitude corrections introduced by the WKB approximation within
this 200 Hz bandwidth are always less than 1 percent. In general, if the
pulse is not tono short (say, >5ms) and the carrier frequency is far away
from the local gyrofrequency and greater than, say, 500 Hz, the amplitude

corrections can be neglected.
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Knowing how a pulse is distorted by the dispersion in the magneto-
sphere is essential in interpreting the observed data of many VLF wave
experiments. An important feature of a distorted pulse is that it has
been stretched in the front in such a way that it appears to have an
"exponential growth" when arriving at the receiving site. Yor example,
in one wave injection experiment [Koon et al, 1976], phase alternating
signals at 6.6 kHz were injected into the magnetosphere to investigate
the effect of WPI due to phase reversing in the triggering waves. The
data show that the amplitudes of the 6.6 kHz signal went to zero and
recovered with a characteristic time constant of 33 ms whenever the
phase of the triggering wave was reversed. This time constant was found
to be about ten times longer than the antenna current response time.
Koon et al [1976]1 concluded that the recovery in amplitude was due to
the amplifications by WPI brocesses in the magnetosphere. The apparent
"growth rate" was measured to be about 260 dB/sec, which was signifi-
cantly higher than those commonly observed [Helliwell and Katsufrakis,
1974]. The growth time (~33 ms) was short in comparison with that ob-
tained from other experiments. Furthermore, there was no other evidence
of amplification or triggering of emissions at that period.

It was suggested by Helliwell [private communicationl] that the
"growth" may be just another propagation phenomenon. A phase-reversing
signal consists of several sections of RIF pulses with the same carrier
frequency. Any two successive pulses are 180° out of phase. As the
phase-reversing signal propagates in the magnetosphere, the front and
rear ends of each section will be distorted and stretched. Therefore,
interference between successive pulses is expected during the transitions.

There will be amplitude depletions during the transitions.
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We have simulated a phase-reversing signal at 6.6 kiz traveling
through a duct at I = 3.1. The equatorial plasma density is chosen to
be about 1000 electrons per cms. These parameters are chosen to fit the
nose frequency and minimum delay time reported by Koon et al [1976], The
result is shown in Fig. 2.12, The phase is alternated at t =0 ona
100 ms pulse injected at ~-50 mg at Location 1. As the pulse propagates
along the duct, a "gap" is developed near the time of phase alternation.
When it reaches the equator, the gap Lecomes about 10 ms, We expect that
the gap will be about 20 ms long when it reaches the conjugate point of
Ilocation 1, By considering the finite antenna current response tine
(~3.3ms) and a finite time constant associated with the analyzers, we
Speculate that the gap will appear to be 30 to 40 msec, consistent with
Koon's report [1976]. Under these cireumstances, we conclude that it is
the propagation distortion, not WPI, which causes the amplitude depres-
sion for about ~33 mg near the times of phase alternations.

Another important result from these studies iz that the stretching
of a pulse is large enough by the time it arvives at the interaction re-
gion to significantly alter the details of Wbl processes. A pulse at 4
kH=z propagating from an altitude of 1000 km up to the equator at I, = 4
may be stretched about 30 msec in the front, comparable to s typical
bunching time of 20 ns (see Helliwell ang Crystal [1973], Fig. 4). It
is therefore hecessary to either consider this distortion in the front
of a pulse in some of the studies of wpr or build equalizers in the fu~
ture to compensate for such distortion. For example, the experiment of
phase alternations can conceivably be carried out in the future by "pre-
processing'” the injected signal so that, when a phase—reversing signal

reaches the interaction region, the phase of the signal wili appear as
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Fig. 2.12. PROPAGATION OF A 100 ms PULSE AT 6.6 kHz WITH A PHASE DISCON-
TINUITY THROUGH A DUCT AT L = 3.1. The discontinuity occurs at t=0,.
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being reversed instantaneously. Figure 2.13 illustrates s mre-processed
Signal propagating along the duct at I = 3.1. As the signal reaches the
equator, the signal becomes "clean." By the same principle, post-proces-
sing of the received signal can be implemented to compensate for the dis-
tortion due to propagation from the interacition ¥egion to the receiving
site.

In the experiments designed to study wave~wave interaction (WWI) in
the magnetosphere, frequency shift-keyed (FSK) signals are injected into
the magnetosphere [Chang and Helliwell, 1Y77]. A TFSKed signal consists
of RF pulses alternating between two carrier frequencies at regular in-
tervals which are usually in the multiples of 10 ms. The sidebands gen—
erated by the FSKed signals are constant frequency signals and last as
long as the FSK signals continue, usually one second or longer. In other
words, each sideband is an RF pulse which lasts one second or more in-
stead of on the order of 10 ms. The front and rear ends of sidebands
are not of our concern. We are using the middle portions of the pulses
to investigate WWI. Thus, the distortion of pulses as a result of prop-
agation will not jeopardize our conclusions in the studies of sideband

mutual interactions.

F. Conclusion

Among the results of the study of pulse propagation in the magneto-

sphere are the following:

(1) By properly choosing the carrier frequency of injected
pulses, the propagation effects can be minimized. The
best frequency to choose is the "nose frequency” (as

measured at the equatonr).
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Fig. 2.13. PROPAGATION OF A PRE-PROCESSED 100 ms PULSE (WITH A PHASE
REVERSAL) AT 6.6 kHz THROUGH A DUCT AT L =3.1,



(2)

In designing certain wave-injection experiments in
the study of WPI processes in the future, such as the
phase-alternation experiments, we should inelude pre~
and post-processing filters in the transmitting and
the receiving facilities, reSpectively, to remove the

distortions due to propagation in such a highly dis-

persive medium.
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Chapter III

GAP INDUCED EMISSIONS

A. Introduction

Recently, many VLF wave injection experiments have been performed
to investigate the details of VLF wave-particle interaction (WPI) pro-
cesses in the magnetosphere., As a rvesult of this interaction, coherent
VLF waves may grow exponentially with time and trigger a variety of emis-
sions [Helliwell and Katsufrakis, 19741, It is generally believed that
the amplification and triggering mechanisms are due to cyclotron reso-
nance bc¢. veen energetic electrons and VLF waves. Beyond that, there is
no general agreement.

Tt has been suggested that coherent wave amplification is the result
of the phase bunching of electrons [e.g., Helliwell, 19671. The WM waves
phase-bunch the electrons, producing transverse currents that cause the
waves to grow. In Appendix B, we shall discuss the mechanisms of VLF
wvave-particle interaction in the magnetosphere to give the background
and rationale for many VLF wave injection experiments related to this
report.

In Section B, we present an unexpected and interesting result Ffrom
one such experiment designed to study how the wave growth is affected by
altering the phase of the triggering signal. The experiments have been
conducted between Siple, Antaretica, and its conjugate point near Rober-
val, Quebec [Helliwell and Katsufrakis, 1974]. Because of inherent ILim—
itations of the Siple transmitter, a phase alternation in a VLF signal
is achieved by inserting a 10 msec pulse offset in frequency from the

main signal by several hundred hertz. The frequency offset is so large
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that the 10 msec offset pulse does not interact significantly with the
electrons in resonance with the main signal. The main signal can there~
fore be viewed as having been interrupted by a 10 msec gap. The portion
of the signal behind the gap is either in phase or in antiphase with the
one preceding the gap.

The data show that the post-gap growth rates and the saturation
levels of the main signals are the same regardless of whether the phase
of the triggering waves have been shifted by zero or w-radians during
the 10 msec gaps. PMurthermore, a rising emission often ig induced by
the 10 msec gap. This gap-induced emission closely resembles the tail-
end emissions that frequently appear at the ends of constant frequency
pulses. These gap-induced emissions may develop into fully independent
rising emissions or they may be eithex suppressed or entrained by the
main signals.

The key to an explanation of the phenomenon of gap~induced emis-
sions is based on the hypothesis that the radiation from the wave orga-
nized electrons can switch from a forced mode to a natural mode at +the
end of the triggering wave. Triggered emissions are said to be in a
natural mode because they are not driven by external sources. The ampli-
fied signals on (or near) the frequencies of triggering waves are in a
forced mode since they are driven by the triggering waves. The detailed
mechanism of the development of a natural mode emission is dealt with
separately [Helliwell, 1978]. A qualitative explanation is presented in
Section C.

A preliminary result from a new wave injection experiment (gap-~trig-
gering experiment) will be presented in Section D. This experiment has

been designed to investigate how large a gap shall be to allow a falling
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emission to become fully developed within the gap. One of the results
confirms an earlier observation that falling emigsiong always start with
a8 small rise in frequency fStiles, 19741. A new feature of WWI is iden~
tified, 4 post-gap signal can capture a gap-igduced falling emission
whose frequency is 90 yez below the post~-gap signal, causing the emission
to turn aroung toward the positive frequency direction,.

In Section E, the results are summarized and the recommendations

for fuiure studies on thig subject are presented.

B, Examples of Gap~Induced Emissiong

It is assumed that WM wave amplification ang triggering in the
magnetosphere are due to nonlinear phase—bunching of energetic electrons
by VLF waves. The "phases" of electrons refer to the angles between the
transverse velocity components of the electrons and the wave magnetic
field. It was thought tha+ the phase-bunched currents might be diminished
by perturbing the bPhases of the bunched electrons. A transmitter program
Was proposed to study how the growth rate and the saturation level of a
wave would be affected simply by reversing the phase of the triggering
Wwave. The idea is shown in Fig. 3.1, Electrons are randomly distributed
in phase initially. The wave organizes the electrons by Vl XBW forces.

The electrons are phase bunched after a period of time. At ¢ = ¢ we

1’
reverse the phase of the wavesg. Whether the electrons would he debunched
by this reversed-phase wave is the gquestion.

Because of inherent limitations of the Siple transmitter, a 10 mg
pulse offset from the main signal at fo by a few hundred hertz must be

inserted in order to achieve a phase change in the main signal. The

amount of phase change in the main signal is determined by
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a. Electrons initially
are uniformly dis- b. After a period of time,
tributed in phase. electrons are phase-
There is no net organized to form a
transverse current. transverse current JJ_.

’ ’
,
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w 4 EW - d
B
w
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c. The phase of the sig- d. After the electrons
nal is reversed. The become randomized in
phase-organized elec- phase, the post-tran-
trons may suffer sition signal starts
opposite forces and afresh to organize
undergo a debunching these electrons.
process.

Fig. 3.1. DEMONSTRATION OF THE IDEA OF HOW A PHASE REVERSING

SIGNAL AFFECTS THE PHASE-BUNCHED CURRENT. Short arrows rep-
resent vJ_'s of the resonant eleetrons. It is assumed that
v, 1is constant and that electrons initially are in exact
resonance with the wave.



main signal is shown in Fig. 3.2, n this experiment, At ig fixed at
10 ms, Setting Af to *300 and *350 Hz gives g phase shift of * gy and
* 7r, respectively. Thus, the in-phase and the anti-phase conditiong
are achieved., For simplicity, we shall ¢all the waves in the in-~phase
condition O-waves and those in the anti-phase condition n-waves.

At the time the experiment was designed, it was believed that the
10 ms gap would be too short to affect the wave Browth processes and that
the main effect would come from the phase reversing. The data show just
the reverse, The growth rates and the Saturation levels of the signals
after the interruptions are the same regardless of whether the triggering
wave is a w-wave or an O-wave, 1In addition, rising emissions often are
induced by the gaps. These gap-induced emissiong may develop into fully
independent rising emissions or they may he either suppresseq or en-
trained by the main signalg.

Two examples of the gap-induced emissions are illustrated in Fig.
3.3. Rising emissions are developed from the 10 ms gaps. The frequency
and time resolutions of these records are about 20 Hz ang 60 msec, re-~
Spectively. The dynamic spectrums in the two lower panels, showing the
same data ag the ones on the upper panel, have heen expanded in frequency
by a factor of 2 and 5, respectively. The two triggering waves at 3 kHz
are n-waves. Both last for one second and are interrupted at the 400th
msec by a 10 mg gap. The durations of the sighals are indicated by the
one-seéond long horizontal bars just above the time scale. The time of
interruptions are indicated by the small vertical bars. The delay time

of the gap with respect to the begimming of the signal is called Tq
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Fig. 3.2. DEMONSTRATION OF HOW A PHASE REVERSAL IS ACHIEVED.
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Fig. 3.3. TWO EXAMPLES OF TYPICAL GAP-INDUCED EMISSIONS. The middle and the
lower panels contain the same data in the upper panel but are expanded in the

frequency scale by factors of two and five, res
triggering signals at 5 kHz are interrupted by
The duration of signals are indicated beneath t
tal bars on which the small vertical bars indic
A rising emission with df’dt ~ 8 kHz/sec 1is i
The emissions appear to feed energy to the 85th
and 5.16 kHz, respectively, that, in turn, indu
dt ~ 1 kHz/sec.

pectively. Both of the one-s
a 10 ms gap after 400 msec.
he lower panel by the horizon-
ate the time of interruptions.
nduced by each interruption.
and/or the 86th PIH's, at 5.1
ce rising emissions with df/



There were several ducts in the magnetosphere in this period as
evidenced by multiple traces of whistlers on +he Roberval data (not
shown). It is believed that each whistler trace observed on the ground
corresponds to a physical duct in the magnetosphgre [e.g., Carpenter,
1966; Park, 1970]. Only two whistler traces were observable above 4.8
Kiiz. The two-hop delays were measured to be ~2.10 and ~2.62 sec at 5
kHz for these two whistlers. Moreover, the second whistler appears to
be much intenser in amplitude than the first one. (The L values of these
ducts were found by a standard curve-fitting method [e.g., Smith and
Carpenter, 1961; Ho and Bernard, 1973] to be at L = 3.3 and I, = 3.5.)

The one~s pulses at 5 kHz were transmitted on the seconds from
Siple. The one-hop delay of the signals (referring to the gaps and the
ends of the pulses) was measured to be ~1.3see, in good agreement with
the delay time of the second whistler {at L ~ 3.5),. Therefore, we con-
clude that the received signals can be viewed as single-path signals.

The firsi example shows that a rising emission is developed near
the time of the 10 msec gap. The slope of the gap-induced emission is
about 8 kHz/sec. As the emission develops, it appears to feed energy to
the §§E§_and §§EE power lime harmonics (PILH's) at 5.10 and 5.16 kHz ,
respectively. The PIH's then trigger emissions with df/dt =~ 1 kHz/sec.
The gap-induced rising emission with df/dt~8 kHz/sec is duenched near
5.25 kH=z.

The PLH's are believed to be signals radiated by the North American
power distribution systems leaking into the magnetosphere [Helliwell et
al, 1975].

The second example shows almost the same features of gap—-induced

emissions as the first example. The gap~induced emission with df/dt ~8
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kHz/sec is quenched near 5.3 kHz. Only one PLH, at 5.1 kHz, has been
activated by the gap-induced emission and triggers a rising emission with
slope of ~1 kHz/sec., Near the time of triggering, the main signal sud-
denly decreases in magnitude. As the rising emission drifts away from
the main signal, the main signal starts to grow again.

The amplitude behavior of the main signal before and after the gap
is illustrated by four more examples, shown in Fig. 3.4. Here, Tq is
200 or 400 ms, as indicated in the middle panel by a vertical bar helow
the "0" o- "z symbol.

It has been determined through whistler studies that there were
several paths available at that time. The dominant one was at I ~ 4.6.

The sipnal amplitude measured in a narrow-band filter (340 Hz) cen-—
tered at 4.5 kHz shows an initial growth rate of (75 + 10) dB/sec in all
four examples and a growth time of roughly 250 ms, It is seen that,
when Ta:=200 ms, the gap occurs before saturation while, for Td==400
ms, the gap occurs after saturation. There are very pronounced amplitude
drops associated with the gaps in the main signals, The growth rates
after the gap are the same as the initial growth rate (within a limit of
observation error}, regardless of whether the signal is an O-wave or a
w-wave., The 0 and = conditions do not seem to affect either the
growth rate or the saturation levels after the gap.

The spectrogram in the upper panel of Fig. 3.4 shows that the emis-
sions triggered by the gaps are not fully developed. They may have been
suppressed by the main signal or by some other process. The evidence
suggests that emissions are, in fact, suppressed by the main signal.

This suppression effect is demonstrated by the records on Fig. 3.5.

The two examples of gap~induced emissions in the middle panel occurred a
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Fig. 3.4. EXAMPLES OF GAP-INDUCED EMISSIONS. Upper panel shows the dynamic spectrum. Lower
panel shows amplitude (log scale) measured in a 340 Hz band centered at 4.5 kHz. The in-
terruptions occur at the 200th or 400th msec as indicated by the vertical bars in the mid-
dle panel. Shortly after each gap, the amplitude drops approximately to the noise level
and then grows again. The initial and post-gap growth rates are almost identical regard-
less of whether the triggering wave is in an 0- or a w-condition. The saturation level
is also independent of the 0O or = condition. The growth time is about 250 msec.
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Fig. 3.5. EXAMPLES SHOWING WAVE=-WAVE INTERACTIONS BETWEEN
GAP-INDUCED EMISSIONS AND THE POST-GAP SIGNALS. The three
panels are arranged in chronological order. The calibration
waves, shown in the upper and the lower panels, are 200 and
400 msec constant frequency signals. As indicated by the
horizontal bars on the tops of the panels, these signals
have exactly the same durations as the bPre-gap sections of
the triggering waves on the middle panel. The calibration
waves trigger BLI tyue emissions followed by falling and/
or rising tone emissions, while the pre-gap sections of the
gap-triggering signa's induce only BLI type emissions. No
falling or rising emissions are observed following BLI's,
indicating that the emissions are either suppressed or en-
trained by the post-gan section of the main signal.
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few seconds earlier than the ones displayed in Fig. 3.4. Here, T4
equals 200 and 400 ms, respectively-, as indicated by the vertical bars
Just above the panel. The upper and lower panels show the calibration
waves prior to and following the examples shown in the middle panel
(within 30 sec). The calibration waves, as indicated by horizontal bars
above the panels, are constant frequency pulses of length 200 and 400
ms, exactly the same as the pre-gap sections of the waves in the middle
panel.

It is clear that both the 200 and 400 ms calibration waves trigger
"band-1limited-impulse" (BLI) type emissions [Helliwell, 19781, followed
by fully developed falling and/or rising emissions. Bui the pre-gap
sections (200 or 400 ms long) of the gap-iriggering waves trigger BLI-
type emissions only. There are no fully developed falling or rising
emissions following the BLI's, suggesting that the emissions are either
suppressed or entrained by the post-gap sectlon of the main signals.
Remembering that the post-gap growth rate of the main signals is the sane
as the initial growth rate in all examples shown in Pig. 3.4, we rule out
the possibility of entrainment. Therefore, we conclude that the emis-
sions have been suppressed by the main signals and that the main signal
following the gap has not been significantly altered by the emissions
in this particular case.

Table 3.1 1lists the averaged initial growth rate, post-gap growth
rate, and the saturation level over 52 examples taken on April 28 and
May 13, 1975. The result shows that the saturation levels are practi-
cally the same and that the initial growth rate is identieal to the
post-gap growth rate, regardless of whether the wave is in a 0- or a =n-
condition.
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Table 3.1

AVERAGED INITIAL GROWTH RATE, POST-GAP GROWTH RATE,
AND SATURATION LEVEL OVER 52 EXAMPLES TAKEN ON
APRIL 28 AND MAY 13, 1975, FOR BOTH O-WAVES AND n-WAVES

T4 200 ms 400 ns
Average

Wave type 0 T 0 T

Initial growth 79 79 76 78 78
rate (dB/s) (26)* (23) (27) (23)

Growth rate 74 78 74 77 76
after gap (dB/s) {(27) (26) (30) {23)
Saturation¥* 15 14 16 15 15
level (dB) (2.8) (3.3) (2.8) (3.2)

ES

(M) indicates the standard deviation.
g
Above noise level.
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The data on gap-induced emissions show many instances of rising
emissions. So far, no fully developed falling emission has been ohserved
within the gap in more than 2 hundred cases we have studied. This indi-
cates that falling emissions require a longer time to develop. This is
understandable since all tail-end falling emissions first show a slight
rise before falling [Stiles and Helliwell, 1975]. By the end of the
gap, the frequency of the falling emission is still within the range for
which interaction between the post-gap signal and the emission can occur.

Thus, the falling emissions are suppressed by the post-gap signals.

C. An Interpretation of Gap~Induced Emissions

The key to an explanation of gap-induced emissions is based on the
hypotheses that the radiation from the wave-organized electrons can
switch from a forced mode to a natural mode at the end of a triggering
wave. As the wave propagates through the equatorial interaction region
in the magnetosphere, it phase-bunches electrons, producing transverse
currents that radiats a new field, causing the wave to grow. The fre-
quency of the new radiation field usually remains within a few hertz of
the triggering wave [Stiles and Helliwell, 1975]. 'The new outgoing
radiation organizes incoming electrons, which then radiates new fields
again and the process continues. As noted by Helliwell [1978], this
"wave-particle system'" resembles a resonant circuit driven by signals
which may not be at the natural frequency of the circuit. The resonant
circuit ig in a driven mode or forced mode. When the external signal
disappears, the resonant circuit switches to its natural resonance fre-

quency and is then operating in a natural mode.



As a gap-triggering wave arrives at the equator, the gap has changed
because of the fact that the wave has been traveling through a highly
dispersive medium. Computer simulation results (not shown) indicate
that the gap is expanded to 20 to 25 ms for the_cases discussed in the
previous section.

When the electrons organized by the pre-gap section of a wave cross
the gap (this transit requires about 10 ms because their parallel veloc-
ity makes the gap appear shorter than the lab frame value of about 20
ms), there are several possible responses for the "wave—particle system."
First, when the gap is vely small compared to the debunching time, the
coherence of the organized electrons tends to be preserved during the
gap. Assuming no inhomogeneity in the interaction region, the post-gap
section of the wave is able to control these previously bunched electrons
if the triggering wave is an O-wave. The signal then continues to grow
when the interruption occurs in the initial growing phase. On the other
hand, if the wave is a n-wave, the post-gap section has to reverse the
phases of currents, if that can be done, before the wave grows again.,
We expect to see a systematic difference in growvth behavior after the
gaps for these two cases.

An electron motion in an O-wave and that in a n-wave is shown in
Figs. 3.6 and 3.7, respectively. On the left of both figures, an elec-
tron trajectory in the phase plane (V“,w) prior to, during, and fol-
lowing the gap is shown in panels (A), (B), and (C), respectively. The
corresponding time domain motion is shown on the right. Prior to the
gap, the electron is trapped by the wave and exXecutes a pendulum type
of motion as indicated by 1, 2, and 3 in both tre phase plane and the

time domain. During the gap, V” of the electron is constant because

G5



(A)

(B)

(C)

Fig. 3.6.

ELECTRON MOTION IN AN O WAVE.

the gap, and (C) after the gap.
the gap.

(A) Before the gap, (B) during
The electron is still "trapped" after
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(A)

Fig. 3.7. ELECTRON MOTION IN A n WAVE. (A) Before the gap, (B) during
the gap, and (C) after the gap. The electron becones "untrapped" after
the gap.
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there is no wave that can effectively perturb the electron. The phase
angle ¥ changes at a constant rate K(Vb —Vh). In the phase plane, the
electron traces a line parallel to y-axis while, in the time domain, it
rotates with a constant angular rate of K(Vb'-vu)/zﬂ cycles per second.
At the end of the gap, the electron reaches ILocation 4, After the gap,
the electron can be trapped in the O-wave but not in the n-wave. In the
O-wave case, the electron has been shifted to a different contour closer
to the origin in the phase plane, The corresponding time domain motion
has been changed too. The electron still swings back and forth about the
wave field but with less exXcursion in ¥ and with a smaller oscillation
period. In the g~wave case, the electron has been moved to an unclosed
contour in the phase plane, as shown in Fig. 3.7. It hecomes untrapped.
In the time domain, the electron rotates about the wave field. Thus, this
particular electron remains trapped after the gap for the O-wave case and
becomes untrapped for the n-wave case,

Not all the trapped electrons become untrapped after the gap in a
m-wave. Only a portion of them do. Figure 3.8 illustrates the temporal
development of the trapping region during the gap. The inhomogeneity
forces have been neglected for the time being. Panels (a), (b), and (c¢)
show the cases in which the gap is 0, 10, and 20 msee, respectively.
O-wave and x-wave conditions are indicated by the "0" and "1" symbols.
The regions enclosed by the broken lines are the deformed trapping regions
developed during the gap. Assuming the wave intensity is the same for
both the pre- and the post-gap sections, the trapping regions for the
post-gap signal are indicated by the solid lines., The overlap of the
deformed and the new trapping regions is shown by the shaded areas in

which electrons trapped by the bre-gap signals are trapped again by the
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post-gap signals. Those electrons cutside the shaded area become un-
trapped and are assumed to make no contribution to the growth of the post-
gap signals. It must be noted that using trapped electrons to calculate
the transverse current may only give us a rough estimation. However, by
examining how many percent of the trapped electrons have been lost during
the gaps, it is possible to determine whether +the post-gap wave will take
advantage of the previously organized electrons or start afresh to orga-
nize a new set of eleetrons. 1In this illustration, the wave intensity
and particle pitch angle are set up so that the corresponding frequency
range of the trapping width in V” equals 50 Hz. It is observed that
the O-wave has more control over the previously organized electrons than
the n-wave for a small gap (less than 10 ms).

The inhomogeneity force can be taken into aceount by a model of a
constant external torque, as discussed in Appendix B. This torque deforms
the trapping range, reducing the size of the range and moving the stable
point ¥ = 0 to other values of VY. In addition, the V” changes dur-
ing the gap because of the adiabatie foree. We have used a simple model
for the inhomogeneity by considering a econstant V“ change during the
gap for all the trapped elections, neglecting the deformation effects in-
troduced by the external torque. But the deformation by the differential
Y-drift due to V“ spreading is included. The result is shown in Fig.
3.9. The trapping width in V" is chosen so that the corresponding range
in frequeney is 50 Hz. The inhomogeneity has changed the electron V”'s.
Using typical parameters at I, = 4 and assuming electron pitch angle at
30°, we can obtain a V“ change that corresponds to a 15 Hz change in
frequency at a distance 500 km away from the equator within 5 msec. It

is clear that about 50 percent of the trapped "area" becomes "untrapped"
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-180° O 180°

Fig. 3.9. DEFORMATION OF THE TRAPPING DOMAIN DURING
A 10 msec GAP IN AN INHOMOGENEOUS MODEL. The tran-
sit time of an electron to cross the gap requires

about 5 ms hecause the electron and the wave travel
in opposite directions.
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after the 10 Mms gap for both the 0~ ang n-waves, If the deformation due
to the inhomogeneity were included, the Percentage or electrons becoming
untrapped after the gap would have heen larger than 50 percent, gven for
& gap as smalj as 19 ms. Therefore, Ve expeect no Significant difference
in the ETrowth after the Eap between 0- and w-waveag uniwess the Bap is muech
Smaller than 10 ms,

As noted in Chapter IT, even an instantaneous rhase alteration on a

sinusoidalsignalintroduced on the groupq will develop inte an amplitude

Hence, we shall not gee a significant difference in the PosSt-gap growth
between 0- and g-waveg, In the future phasge alteration experiments, an
equalizer jig eeded to Pre=-process the injecteq Signals s that, when they
arrive at the equatorial interaction Tegion, the phase appears to change
instantaneously. Under thig circumstance, the POSt-gap growth of the g~
wave and that 0f the O-wave should bpe different,

The secong Possible response of the "wave~particle system" is when

the gap is larger than the debunching time and the phase-bunched currentg

the debunching brocesseg, Therefore, the coherent radiation from the
Organized electrons Will be qQuenched. g the post-gap section of g
triggering wave enters the interaction region, the bunching Process must
start afregh, The 0 and g conditions wiig be immaterial,

The third Possibility ig that the phase~bunched current ig large
enough to maintain g self-sustaining emission, The radiation from the
bunched electrons Switches frop the forceqd mode to g natural moge oF the

System ang changes the radiation frequencies accordingly, The radiation
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frequencies of the organized electrons are shifted from the main signal
frequency at a rate corresponding to the local inhomogeneity. After the
gap, there are two signals: an emission and the main signal. When the
frequency difference between the two signals iz large, they behave inde-
pendently and the emission can become fully developed. At the same time,
the main signal organizes its own electrons from the beginning, regard-
less of whether the signal is an O-wave or a n-wave. On the other hand,
wvhen the frequency difference is small, the emission may interact with
the main sigual, In this situation, the emission may be entrained or
suppressed by the main wave. The emission may also suppress growth of
the main signal,

The data discussed in Section B show that a 10 ms in a triggering
wave can induce emisvions in favor of the third possibility. The remain-

ing questions are:

{1) What are the criteria for a self-excited oscillation in

the wave-particle system?

(2) How long does it take for radiation from this oscillat-—
ing system to switch from a forced mode to a natural

mode at the end of an external wave?

(3) TFor two waves to interact, are there conditions between
the relative phase, wave frequencies, and wave ampli-
tudes to produce different effects such as entrainments

and suppressions?

These questions have not yet been answered satisfactorily. However,
the gap triggering data and related experiments do give us some insights

on the questions.
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It should be recalled that short individual pulses (<50 ms) do not
usually trigger emissions, while the long pulses (>100ms) do [Helliwell,
1965; Stiles and Helliwell, 1977; Helliwell and Katsufrakis, 1974; McPher-
son et al, 1974]. This suggests that the wave amplitudes must grow
beyond a threshold level in order to generate self-sustaining emissions.
The question of how the threshold levels depend on input wave intensities
is still under investigation.

In a simple lumped resonant circuit, the oscillation switches from
the forced mode to a naturalmode "instantaneously" when the external ex-
citation is removed., On the other hand, the wave particle system in the
magnetosphere may no; be able to switch from a forced mode to a natural

mode instantly. One of the reasons is the dispersion distortion on the

ends of sigpals. A VLF pulse may appear to have a "tail" when arrivin
g

i 1A

at the interaction region near the equator. The "end" is not a sudden
termination. Since a 10 ms gap in the trigpering wave can induce emis-
sions, we conclude that the radiations from the organized electrons can
switeh from a forced mode to 2 natural mode in less than 10 ms.

After the gap, the main signal and the triggered emission interact
with incoming electrons at the same time. If the frequency difference
is large, these two signals will organize their own groups of electrons
independently. They do not interact with one another. On the other hand,
if the frequency difference is small, interaction between the gap-induced
emission and the post-gap signal may occur.

The detailed mechanisms of this kind of WWI are not yet clearly
understood. It is, however, believed that both the inhomogeneity of the

geomagnetic field and the overlap of the coherence bandwidth (see the

next chapter) are responsible. In the next chapter, we shall show that
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two forced-meode signals with frequency difference less than 50 Hz tend

to interact with each other. Coupling, suppression, and entrainment are
often observed in such signal., The interaction is attributed mainly to
the overlap of perturbed V“ ranges in the elegtron distribution func-

tion [Chang and Helliwell, 1977]. Electrons in the range of overlap

carry energy between these signals. The same mechanism way happen in

FNWWI. This hypothesis needs further investigation. On the other hend,
Helliwell [private communication, 1978] suggests that the inhomogeneity
is the main source of wave couplings.

As to the question of whether the frequency slopes and the relative
phase between two interacting waves are important to the processes of
entrainment, suppression, or coupling, the available gap-triggering data
are not able to provide a proper answer. More refined, controlled exper-
iments or computer simulations are required to solve this problem. One
of the refined experiments, Gap Triggering Experiment, will be discussed
in the next section.

in summary, the phenomenon of gap-induced emissions is exmlained by
the hypothesis that radiation from the "wave-particle system” switch from
the forced-mode to a natural mode at the end of a triggering wave. Natu-
ral mode emissions are developed in a 10 ms gap. The wave intensity is
strong enough to maintain a self-sustaining emission. The frequency of
the emission during the gap changes according to the local inhomogeneity
in the interaction region. The frequency difference between the emission
and the post-gap section of the main signal may be large after the gap.
Tne emission may then have developed inte an independent rising or fal-
ling tone, and the post-gap section of the main signal starts afresh in

organizing new sets of electrons. The 0- and sn-condition is immaterial
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as fsv as the growth of the post-gap section of the signal is concerned.
On the other hand, when the frequency difference is small, interaction
between the gap-induced emission and the post~gap signal occurs. The
frequency difference between the emission and the main signal after the
gap 1is the main criterion in determining whether mutual interactions

occur or not.

D. GATR Transmitter Program

The gap-triggering data show many instances of inducing rising emis-
sions from the 10 ms gaps. So far, no fully-developed falling emission
has been r~bserved within the gap, indicating falling emissions require a
larger gap to develop. It is believed that a Tully developed falling
emission might have been observed, had the triggering signal had a larger
gap. It 1s thereforz beneficial to increase the length of the gap to de-
termine the critical length beyond which a fully-developed falling emis-
sion can occur. We expect that waves with gaps less than the ecritiecal
size will produce WWI's. This program also provides an opportunity to
actually "scan" the development of falling emissions. These are the
reasons for designing the so-called GAP-TRIGGERING (GATR) PROGRAM.

In all the examples shown in Fig. 3.10, the 750 msec triggering
waves are interrupted by a gap at the 250th msec. The gap size, Tg,
has five different values: 10, 40, 70, 100, and 130 msec, and all the
waves are in the O-condition (no phase reversal). The carrier frequency
is 3.85 kHz. Trom the multiple tracez of the ramps appearing on the
records (not shown), it is found that there were two dominant paths at
this period. They were very close to each other. The difference of the
time delay for these two paths at 3.85 kHz is about 50 #10 ms (refering

to the centers of the traces).
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Fig. 3.10. THE FEATURES OF GAP-INDUCED EMISSIONS VS
VARIOUS GAP SIZES.



It is observed that, as the gap Tg increases from 10 to 70 ms,
all the gap-induced emissions are either suppressed or entrained by the
post-gap signals, When Tg is 100 ms or more, a fully-developed fal-
ling emission is observed Ffrom one of the two pgths. On the other path,
path 2, even when the gap hecomes as large as 130 ms, the emission can
still be "eaptured" by the post-gap section of the main wave, This is
because the slope df/dt of the emission is small on path 2, After the
130 ms gap, the frequency difference between the emission and the post-
gap signal is small enough to permit the WWI to occur. This "capture"
feature can alse be seen for the signal on path 1. When the gap equals
70 ms, the gap-induced falling emission has been developed. It rises
in frequency initially and then turns around in frequency as a typieal
tail-end falling emission. At the end of the gap, the emission frequency
is 90 = 10 Hz less than that of the main signal. The post-gap signal
"captures" the falling emission, causing the emission to overshoot toward
the positive frequency direction. This "capture" feature of WWI is ig-
entified for the first time through this program,

Explanations of this "capture' feature of WWI are still being in-
vestigated. It may be an important clue to understanding the mechanisms

of WWI in the magnetosphere,

E. Summary and Recommendations

We have found that a 10 ms gap in a triggering wave ecan induce
emissions. The relative phase between the pre- and post-gap sections is
immaterial as far as the growth processes of the post-gap sections are
concerned. A qualitative explanation has been found by postulating that

the radiation from the organized electrons can switch from a forced-~mode
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to a natural mode at the end of a wave train. The 0- and w-conditions
are not important to the growth of post-gap sections of signals. On most
occasions, the gap-induced emissions interact with the post-gap signals.
This wave-wave interaction involves one natural mode emission and a
forced-mode signal and is termed force mode/natural mode wave-wave in-
teraction (FNWWI)., For cases shown in Figs. 3.4 and 3.5, we have shown
that the growth of the post-gap signal seems not to be affected, at least
not noticeably, and that the development of the natural emission is
quenched by this interaction, regardless of whether the wave is in an

0- or a w-condition.

A refined transmitter program based on the observations of the
gap-induced emissions has been designed to actually "scan" the develop-
ment of triggered emissions. One of the results confirms zn earlier
observation that triggered emissions always start with a small rise in
frequency. It has also been found that falling emissions with a negative
frequency offset as large as 90 Hz from the triggering wave can still be
"captured" by the post-gap signal. This is the first time the "capture"
feature of FNWWI have been identified., This refined transmitter program
can produce FNWWI's in a somewhat predictable way. For small gaps, sup-
pressions are usually cbserved., For large gaps (zlﬂOHG), falling emis-
sions can be fully developed. For medium size gaps (~70 ms), one form
of entrainment, the "capture" feature, is often observed. It seems feas—
ible to use this program to generate various features of FNWWI's. A re-
fined version could be employed to investigate the importance of the rel-
ative phase, the frequency difference, and the slope df/dt of the
emission in a FNWWI by controlling the phase awi the frequency of the

post-gap section of the triggering wave.
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its shape ag well, A Pre-processing device, an equalizer, jig required to
compensate for the distortion so that, when the signal arvives at the in-
teraction region, it has the correct form, For the eXperinents designeqd
to study how g bhase elternatiop (without a gap) in a triggering wave

can affect the gErowth of the forced-mode signal, this device ig required.
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Chapter IV

SIDEBAND TRIGGERING

A. Introduction

In this chapter, we shall discuss another kind of wave-wave inter-
action (WWI): sideband mutual interaction (8MI). It was discovered
unexpectedly during a wave injection experiment for studies on the re-
lation of signal growth to phase reversals in triggering signals. The
triggering signal can alsoc be categorized as an O-wave or a n~wave, as
before. The rationale for this kind of wave injection experiments has
been discussed in the preceding chapter. In this particular experiment,
which will be described in detail in Section B, the phase of a one-sec—
ond signal is altered regularly at periods that are multiples of 10 msec.
At the time of designing the experiment, we did not consider the discrete
sidebands at various frequencies that were generated by the regular phase
medulation of the signals. We were expecting to see systematic differ-—
ences between the growth of O-waves and that of n-waves. The data show
that O- and n-conditions are immaterial to wave growth and triggering.
Furthermore, the period of phase modulation in the signal appears to be
closely related to the oOccurrence of triggered emissions. The longer the
period, the less the occurrence of triggered emissions when the period
is less than 100 ~200 msec. Signals with modulation periods longer than
200 ms trigger emissions similar to those trigegered by one-second pulses.
These observations lead to the discovery of sideband triggering.

In Section C, we shall discuss how the length of the interaction
region can be estimated from our observations. This estimation is =«

measure of electron "memory time" which is assumed to be the same ag
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the transit time for electrons to pass through the interaction re-
gion.

In Section D, we shall show that the emissions triggered by indi-
vidual sideband components are similar to those triggered by constant
frequency signals. This phase modulation technique results in the in-
jection of multiple waves {(sidebands) into the magnetosphere. The fre-
quency spacing between these sidebands have been changed by varying the
mordulation period. Therefore, this experiment becomes the first con-
trolled experiment on SMI in the magnetosphere. We shall also show two
features of energy coupling between two sidebands at different frequencies.

In Section E, we shall discuss the mechanisms of WWI in both time
and frequency domains. Then, a simple model of coherence bandwidih is
used to estimate the wave intensity in the interaction region.

In Section F, we shall show results from a new trvansmitter program
which was developed recently based on the studies of the first experi-
ment on SMI. We shall show that, for most cases, the coherence bhandwidth
is about 350 Hz. The corresponding wave intensity in the interaction re-
gion is about 2.5~10 my, in reasonable agreement with satellite measure-
ments [Heyborne, 1966; Burtis, 1974; Inan et al, 1977]. More examples
related to the coherence bandwidth from various transmitter programs are
shown in Appendix D.

The conclusions are presented in Section G.

B. A Transmitter Program for Generation of Sidebands

The special transmitter program described below exhibits several
features, including phase shifts, shifts in frequency, and variations

in pulse length. The phase shift of a signal at & given frequency is
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accomplished by shifting the frequency by Af for an interval T, e The
phase shift Aﬂg equals ZﬂAfws. In this experiment, Af ranges bhe-~
tween 100 to 150 Hz and Ts ranges from the minimum achievable length
10 to 100 msec. The phase is shifted at a regular interval of 2Ts at
a2 given frequency. Figure 4.1 schematically shows part of the waveform
and a frequency-time (f-t) display of a one-s wave with T, = 10 msec.

The total program lasts for 30 seconds. It consists of 30 one-s
wvaves which are grouped into five sets according to the value of Ts' Ts
has the values of 10, 20, 30, 50, and 100 msec. Figure 4.2 illustrates
two of the five sets with T = 50 and 100 msec. Each set has six waves
which alternate between two frequency bands separated by 500 Hz. The 500
Hz separation applies to the lower frequency of the upper band and the
upper fredquency of the lower bhand. Hence, the offset frequencies Af are
positive in the upper band and negative in the lower band. In each set,
]éﬁl exhibits three different values: O, 100, and 150 Hz, except when
T, = 20 and 100 msec. 1In these cases, |Afl are 0, 100, and 125 Hz.
When AFf = 0 Hz, the signal is a one-s constant frequency wave and is
called the calibration wave or C-wave. When Af = 100 Hz, the O-wave
or in-phase condition is produced and, when Af = 125 or 150 Hz, the
n-wave or antiphase condition is achieved. The transmission sequence
for the upper frequency band in a set is 0~, C-, and then r-wave. For
the lower frequency band, it is -, 0O~, and C-wave. There are five id-
entical C-waves, plus five O- and five m-waves for various combinations
of Af and Tg in each frequency band for one ecycle of the program,
We shall eall these one—s waves FSK waves.

Table 4.1 lists the phase changes between successive pulses in a
carrier of all the FSK waves in the program. The O-wave, w-wave, and
C-wave conditions depend on the proper choice of Tg and AfF.
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Table 4.1

THE RELATIVE PHASE BETWEEN SUCCESSIVE PULSES AT A
PARTICULAR CARRIER FREQUENCY FOR VARIOUS FSK WAVES

AF (Hz)
0 Hz 100 H=z 125 H= 150 Hz
Tg (ms)
10 ms 0 2 — 3r
20 ms 0 4 S5n —_—
30 ms o 61 ——— Or
50 ms 0 10% ——— 15w
100 ms 0 20xn 255 ——
Types of C wave 0 wave ™ wave

waves
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There are other versions of the program based on the same prinéiples

with slight changes in the sequence as well as of the values of Af and

.Ts' In this report; those cases in which 2ﬂAfTS equals 2 multiple of

% radians will be discussed. Other versions of the program will not be
presented here. Whenever examples arve illustrated, the values of Af and
Tg will be indicated.

A one-s FSX wave can be decompoéed into its Fourier cdmponents which
are discrete "spikes" in the frequency domain. The bandwidth of the
spikes iz about 1 Hw, In the time domaiﬁ, each 5pike corresponds fo a
sine wave. Thus, a FSK wave can be viewed as the sum of many sine waves
at various frequenéies, phases, and amplitudes. .All the sine waves last
one second. _The reason why the sidebands last as long as the FSEK wave
continues an& the detailed derivation of the sidebands of FSK wavéé are
discussed in Appendix C.

In f-t space, an FSK wave could be represented either as segments
of sine waves alternating between two frequencies at regular intervals
for one second or as several one-second long sine waves with proper am-
plitudes, frequencies, and phases. These two_representations are sche-
matically iliustrated in Fig. 4.3. It is interesting to note that the
gsame waveform can be represented by two different displays in £+t space.
This is because "'frequency” and "time" are not independent quéntities.
The information contained in a "point" in the time domain ig spread out
on every point in the frequency domain. To obtain precise and complete
information for a single point iﬁ the time domain, we must_have_infor—__
mation over the entire frequenecy domain and vice versa.

But, in practical data processing, we are not willing. to wait an

infinitely long time in order to obtain precise information on frequency.
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Thus, we chop off a set of data in the time domﬁin and estimate the fre-
quency components within the #time period TW. There is definitely an
unéertainty of fhe estimated frequencies. It has been shc.>.w'1.1 [e.z.,
Blackman and Tukey, 1958] that, roug’hiy speakixég, the product of the
uncertainty in frequemcy Af and in time At must be greater than uﬁity.

Considering h 2 AfAt as a basic cell in rf—t space where h > 1,
we still have a ch.oice. of either Af or At. in ﬁrac.’cical data prdc.essing'
devices. There are no "poin_ts"_ but "cells" in f-t space. The "shape"
of the "cell" can be arbitrary so _1oﬁg as the "area” of the "eell" is
consexrved., Choosing. a long At corre.sponds to chod_sing high freciuency
resolﬁtion (small Af), while a short At provides good time resolution
but with a ?_l.a.rge uncertainty in frequency.

In analyzi’ng. the FSK wavés, we can resolve the pulses by making the
time window {(TW}, the length of d_ata vhich are processed in a single
scan, shorter than the individual pulse Ty On the other hand, we can
rgso_lve the sidebands of the FSK waves by setting TW > é‘_u'rs. A data pro-
cessor, which can "print" the estimated information in f-t space, esti-
mates the intensities of the frequency components of the signals within
the time window and "prints" the information on a vertical line specify-
ing an instant in the time domain. This "instant" is somewhat avbitrary
within the period of T™W. In many data processors, the location of the
~line is set to represent the instant at the "cente_r_;_of_ gravity' of a
weighted time window. The uncertainty in the time domain ean be speci-
fied by the "second moment" of this window and definitely depends on the
choice of TW. After the processor has finished the Ffirst scan, it slides
its time window to a new segmenﬁ for the next scan. The estimated infor-~

mation is “printed” on another line corresponding to another instant.
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The process contiﬁﬁes foxr rhe third scens, 'fourth;'scsns, and so on.
Usually, an apprecleble portlon of +he data in successive scans are
overlapped. It is 1mportant to p01nt out that the Sladlng dlstance
in the tlme scale between successmve scans may be much smaller than the
time window.' But, & smaller. 11d1ng dlsbanoe in the time scale ‘does not
1mp1y a better tlme resolutlon.
As illustrated in Fig. 4 3 the processor sees.single'frequencj'
. _signals except at the edges of the segments when TWl is chosen. The
:signals are resolved as con51st1ng oI square waves alternatlng ‘at two
carrier.frequencies. When TW2 is chosen, the processor resolves sve.
eral spikes in.frequency in each scan. Therefore, the resolved 51gnals
‘various frequencies. Thus, dependlng on the length of the tlme window,.
the processor shows either segments_of sine waves or continuous sidef
bands. |
© An. important guestioe is raised: _Do the energetic_electrons_tpat
interact with the ¥SK wave in the magnetosphere see the wave as segmenrs
of sine waves or continuous sidebands?_ An answer_is:given-in the next.
section. It has led us to develop a method of remotely estimatiog the

length of +the interaction region in the magnetosphere.

-~

¢. Estimation of the Léngth of the Trteraction Region in the
Magnetosphere '

-In the magnetosphere, the 1nteract1on between:a WM wave . and the:
energetic electrons resonant W1th 1t is thought to take plece w1th1n a
- limited region, usually around the eguator.. Whenfelectrons_moye away

" fpom this region, the inhomogeneity in the geomagoetic field destroys
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‘the resenanee between'the electrons and the WM wave, and there will be

no averagn eeergy exchange between the WM wave and the electrons. Since
there 1s no clearHGut type of boundary separatlng the region in which
interaction occurs from where there is no interaction, there must be an
essenfial arbitrariness about eVery definition of the length of the in-
feraction region (IR).V For example Helllwell [1967] defined an 1nter—

'actLon region as the reglon over whlch the unperturbed phase angle be-

tween the WM wave and a resonant electron remains within x. Inan (19771

defines an interaction region as the distance between the equator to the
point where the perturbed phase angle between the wave'and an_electron

becomes w-radian and shows that the length of the interaction regien not

only depends on the wave 1n*enq1ty, the electron pltch angle, but 1s also _

closely related to the initial phase angle between the electron and the

wave. TFor a small wave amplitude, these two definitions differ by a fac-

tor of two. These two definitions refer to the region within which elec-

trons.are scatte:ed_effectively. -Whether the VLF wave that intexacts

with the electeons is aﬁplified or not depends on the details of the

electron.distribution in the IR [Nunn, 19?4; Dysthe, 1971], An IR de-
fined in these ways may then be categorized as a particle interaction

region (PIR), suggested by Helliwell [1978].

It is believed that waves are amplified in -the interaction region.
There;must be epatialsvariatiOn qffphe:weve_intensity-frem one end: of
thé IR to the other end in the steady state. Another definition of IR.
can then be stated as the region between the .location where the wave

intensity starts to increase spatially and to the location where the

‘wave intensity becomes uniform spatially. The length of the IRIdefined-a:

in this way can be measured by satellites moving along a duct in the

o1
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magnetosphere., This IR isg categorized as g wavé interaction region (WIR) |
(Helliwell, 19787.

The length of the IR we éﬁall discuss in this section is character-
ized by the averaged memory time of the resonant electrons. It must he
related to Inan's definition of IR, that 1s, characterized by the time
that the electrons remain trapped by the wave. The methed is to find
-the crii:ic'al pulse. length, Teo? of the FSK waves. For the FSK wave
with Tg less than Tso? the electrons can resolve the sidebands of
the waves. For a wave with q:é 'greatér than Ts;:’ the electrons can
only resolve pulses of the FSK wave. Therefore, r.r:Sc must. be related
to the electron's memory time. This effect provides a basis for measgur-—
ing the average electron's memory time in VLEF wave-partlcle 1nte1'act10ns
in the 'ﬁagneﬁosphere. By assuming that electrons can remember only the
wave that they have encountered during the 1nteract1c:n, the length- of
the IR has been estimated.

Figure 4, 4 shows the histogram obtalned by eounting the number of
the FSK waves which trigger emissions vs the values of T of the waves
from the data between 1500 to 1525 UT on. 11 October 1974. The program
deseribed in Section B was transmitted during this period. The abscissa
indicates the values of Ty and the ordinate shows the number of +the
FSK waves which trigger emissions. Therefore, the vertieal axis could

~ be thought of as 1nd1cat1ng wave trlggermng ability.  The 0- and nt-wave
cond:.tmns are also indicated. The C-waves show up five times more fre- .

_ quen_tly than any other waves in the transmitter pi-_ogram'. The' numbeér of
fhe C~waves that trigzer emissions has been divided by five in the his-

togram..
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Fig. 4.4, HISTOGRAM OF THE NUMBER OF THE FSK WAVES THAT TRIGGER EMISSIONS
VS THE VALUES OF Tg* The number of C-waves has been divided by five.
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The histogram shows that whether the FSK wave is in 0- or s—condi-
tion is immaterial to its triggering ability. The parameter on which
the wave triggering ebility depends is the pulse length Tyt The waves
with T = 100 msec, the longest pulse length among the five sets, show
an emission triggering ability as high as that of C-waves and are much
higher than -the others. Among the other four groups of FSK waves with
x_ =10, 20, 30, and 50 ms, the ¢riggering ability decreases as T  im~

creases.

This can be explained by two hypotheses:

(1) Electrons can only resolve the segment features of the
FSK waves when Ts > 100 mgec and the sideband features

- of the waves when Tq 5 50 msec.

(2) There are wave-wave suppression effects among the side-—

bands ..

As_indicated before, an FSK wave consists of two sets of RF pulse
trains at carriere. £y and f , respectively. The:electrons'encouh—
tering more than four pulSeS of an FSK wave durlng the interaction re—.
solve the sidebands. Tach sideband can perturb and organlze electrons
w1th1n a Ffinite V_ range Centered at the ccrrespcnding resonance ve-
rlocity. When the frequency spaclngs betweeﬁ the eidebands: are large,
their perturbed ranges of electrons in V“ do not overlap. 'The sidew
bands organize their own groups of electrons, and there is no mutual
_1nteract10n between the 51debands. As the. frequency spa01ngs decrease,
the perturbed ranges may overlap one another. The closer the spaclngs'
4n Ffrequency, the more the overlap. The chance of the electrons helng

organized by any one sideband coherently will be decreased, and hence
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fhe uave triggefing abiiity is reduced. This is a uutual suppression
effect.

In Appendlx C, we show that the frequency spacings between sidebands
of a FSK wave are closely related to the value of T - Roughly speaking,
the spaclngs are inversely proportional to Ts and independent of whether

_the:waue_is in 0~ or m-conditions.  As T, Increases from 19 to 50 ms,
the frequency spacings between sidebands are reduced from 50 to 10 H=.
There is more mutual suppression among the sidebands as their frequency
spacings become smaller. This explains why the triggering ability of the

_ESK waves decreases_as.:rs- increases.. from 10 to 50 ms, regardiess of
whether they are O-waves or n-waves.

" An explanation for the.observation that FSK waves with Té = 100 ms
can trigger emissions as often as the C-waves is postulated. The.elec-
‘trons have resolved the segment feature of the waves. Since «rs 15 lomg,
an electron msy oniy encounter a single pulse and leave the iuteraction
‘region before seeing a secoud.pulse'at'uhe:same'cairier;: Verisus elec;
trons may see different portions of a pulse oy dlfferent pulses. They
Wwill reSpond ‘to 1nd1v1dua1 pulsss accordzngly. By’ notlng that a 100 ms
pulse can trigger emissions by 1tself, we postulate that the emissions
induced by the FSK waves w1th T 100 msec are trmggered by 1nd1v1dua1
pulses. A 100 ng pulse is long enough to produce a self—sustalnlng
'osc1llat10n “in the wave-partlcle system in the magnefosphere'in this.
peridd. Therefore, it can trlgger em1551ons as often as a longer pulse.
:The emissions trlggered by short pulses may have dlfferent forms than -
“those trlggersd by 1ong pulses [e.g., Helllwell and Katsufrak;s 1974]

'Ihe former tends to be weaker, too.
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In Fig. 4.5, three FSK waves with Ty = 10, 30, and 100 ms are il-
lustrated. These examples are taken from the data from which the histo-
gram in Fig. 4.4 is constructed. The spéctrograms in the upper panel are
analyzed by setting the time window TW of the data analyzer to 100 ms,.
The analyzer can clearly resolve the sidebands of the FSK wave with Tsﬁ=
10 msec but not of those with Ty = 30 and 100 msec. The spectrograms
in the 1ower.pénel ave obtained by setfing W to 250 msec. The sidebands
of the FSK waves with T, = 10 and 30 msec but not those with T, = 100
ms cén'be resolved. It is clear that emissions developed fiom the FSK
wave with T, = 100 ms are triggered by indivi@ual pulses.' The emis-—
sions developed from the FSK wave with T, = 10 ms are triggeréd by
sidebands. The 4.6 kHz sideband triggers a rising emission at its end.
The 4.75 kHz sideband tfiggers én emission that "steps up" to the 4.8 kHz
sideband at about the 400th msec and then forms a rising tone. Subse-
.quently, it is obserﬁed that the FSK wave with Ty = 30 ms ekhiﬁits an
interesting modulation pattern in the upper.panel. A rising emission
appears to develop from the uppef cutoff frequency of.the.pattern. How~
ever, the spectrogram with better frequency resolution shown bnthglower
panel indicates clearly that the modulation pattern iz formed by the am-—
plified sidebands and that the rising emission is_triggered by the side~
band at 4.6 kHz. | |

- By Figs. 4.4_and 4.5,-we_have shown that electrons have a finite
"memory time" during interactions with the FSE waves in the magnetosphere.
The memory time is_longrenqugh.for electrons to resp}ve_tpe siﬁebands-of
the FSK waves with T < 50 msec and short enough to respond to individ—

‘ual pulses: of the FSK waves with ¢, = 100 ms.
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The time and frequency resolutions of the spectrogram in the upper

panel are ~70 ms and ~20 Hz, respectively, and that in the lower panel
are 160 ms and 8 Hz.
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A WM wave and an eleetyon in resonance with it travel in opposite
directions as chown in Fig. 4,56. The iength of the interaction region
is LI' Assuming eleciron velocity v" and wave group_velocity Vg are

constant in this region, then we have

L. = 6V =tV (4.1)

where tq and te are the time required for a group front of = wave
and an electron +to pass through the region, reSpectively. As an elec~
tron moving from left to rlght through thé iR, it encounters 2 portion
of the wave. That same portion when meagured at & receiving-site will
extend over 2 time interval te-+tw that we shall call the apparent

jnteraction time (ATT), i.e.,

AIT Ty t, = L (/v + 1/V h) (4.2)
1 g 1

it is jmportant to point out that AIT is not thé reai £ime period
ovéf which the electron and the wave interact. The jnteraction time is
te as far as the electron 1S concerned and t‘ az far as 2 group front
of'the wave 1S COHCEandw The AIT is 2 mapping in time of the "1ength"
of the portion of a wave which the electron has encountered during thelr
interaqtion.

The 51debands can be resolved only when more than two pulses in
each carrier freqnency have been encountered by the electrons.nln other
words, the electrons encoun untering more than four pulses of an TSK ﬁmve
during the interactlon can resolve the sidebands of the waves TherefoXe,
we adapt the.condition '

ATT > 4T | - o (4.3)
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Fig., 4.6. ILLUSTRATION OF THE APPARENT INTERACTION TIME (AIT). .
The upper panel shows that an electron enters the interaction
region, encountering a pulse traveling in the opposite direc-.
tion. The lower panel shows the situation where the selectron™
is leaving the interaction region.
. R
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that must be met for the electirons to resolve bhe sidebands. Electrons

can resolve sidebands of the FSK waves with Ts < 50 ms. Thus, 200 msec

appears to be a reasonable lower bound for AIT.
From the electron resonance condition and WM dispersicn relation,

it can be shown [e.g., Helliwell, 1965]

Y =av (i -A) o (4uda)
Z P
. 1 - a
. asvo _.Vp( = ) | | o (4.4h)
where
cf
V= —2 e - a1
P f
P
A:f/fH
Therei’ofe,'
L
I |[3A + 1 L rq my

Using typical parameters at L =4,

£ = 180 ItHz
p
fH = 13 RH?

e

£ =1/ fH

and assuming AIT = 200 msec, we find that
L. > 2000 Km

I
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Furthermore, we know that the resonant energetic electrons do not
resolve the sidebands when Tslz 100 ms. This fact sets an upper bound

" on L. We conclude that

4000 Em > LI > 2000 ¥m

. D.. Sideband Triggerings and Featubes of Coupling

Multlple waves with small frequency spacmngs in between, propagatlng
in the whistler mode Uwu) in the magnetosphere, can 1nteract with one
another. A WM can interact with energetlc electrons through cyclotron
'Tresoﬁance perturblng and organlalng electrons contalned within a small

range of V centered at the cyclotron resonance velocity. The corre-

spondlng frequency range is termed the"cohefence baﬁdwi&thfi As the ane'

intensity increases the perturbed V range grows anu so does the co-
.herence'bandwidth.' Multlple waves oIten organlze dlfferent groups of
electrons et various V” ranges when the wave frequencles are largely

. separated. On the other hand, when the frequency spacmngs are so small

that ﬁhe perturbed V :_ranges of electrons overlap, electrons organzzed

by one wave can also ehchange energy with another. wave—wave interactions
. thus occur through these elecﬁrons._ |
| In thls sectlon, we shallushow more examples 5& sedeband triggering
and then examples of energy_cogpling_between_sidebands,,
Figore 4.7'shows.an example of sideband triggering. The triggeringe
- wave is:a”neweve_with},Tse=.1O ms. and AE 150 Hz. The oorreeppndipg.

sidebands are spaced in fredquency by 50 Hz. The calculated unamplified

~intensitles of the sidebands are shown on the right. As moted in Appendix -

C, a FSK wave in a w-condition is a carrier-suppressed signal. The two

:“101'
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Fig. 4.7. A TYPICAL EXAMPLE OF SIDEBAND TRIGGERINGS. Sidebands can be
amplified and trigger emissions, just like any other constant fre-—
quency WM signal.
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.cerrier frequencies oy the FSK wave in Fig. 4.7 are at 4 +35 and 4.50 kHz ,
It is cleaxr that there is no frequency component; at these two frequeneies..
There may be wealk coupling between the 4 +425and 4,475 kHz sidebands;
the 1nten51ty of one 51deband decreases while the other inereases. 1t is
clear that the s:debands at 4.375 and 4. 475 kHz , which happen to be the
strongest ones at the input trlgger falling em1531ons at thE1r eﬁds. The
sidebands can trigger emissions Just as any constant frequency wave can,
The spectrogram_ls obtained_by:setting the time window to 100 ms; A .
triplet welghtlnn Eunetion Which is useq to reduce the sidelops of the
spectrum has reduced the tlme uncertainty by a fecfor'of.?ellé.. There-
fore, the tlme angd frequency resolutions. of this Spectrogram are ~70 ms 
and_heo Hz, reepeetively. | | |
If is worth mentiening that sidebands at various frequencies but
with the_seme input-power'usually'are'not amplifieq unefeimly. As B good
example, the sidebands st 4.325 ang 4. 525 kHz have the same input intenf
sity but +the former hag been amplified in the magnetosphere aboue 6 dB
more than the later. (We shali show how thls qQuantitative figure is ob-
#ained in;Eig4 4.8.) The smdebwnd ampllflcatlon processes.in tﬁe ﬁagne—
tosphere are eithepr very frequency dependent Or very sensitive to_edja—
cent-eidebands. In the’ latter ease, “the coherence baedwidth. mst be
greater then the frequency spa01ngs between ‘the 51deb1nds.
Figure 4.8 illustrates three more eaemples of sidebend friggerings.
The Spectrograms in the four penels contalnlnﬁ'thesqme data are obtalned

by eueceSEfully reducmng the galn of the analyzer in G dB per‘step. The

‘The- f1rst ewample is’ repeated from Fig. 4.7. It clearly shows that

the 4,325 knz 51deband is about G dB stronger than the 4;525kﬁewsideband}-5”'
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Fig. 4.8. MORE EXAMPLES OF SIDEBAND TRIGGERINGS. The panels showing the
same data are obtained by successively reducing the analyzer's gain.
The amplitude information is roughly obtained by this method.
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The - growth rate of the_4.475 kHz szdehand is estlmated to be ~36 an/sec
by measuring the time difference of the points where the sideband appears
to haﬁé the same intensity between the successive panels. This is a rough
estimation of sideband growth rate. |

The second example, at & 10war frequency band, igs an 0O-wave with
T = 10 ms and AP = 100 HZ. 1ts sidebands are 50 Hz apart too. There
appears to be no mutual intevactionm. . At the ends, the 4.1 kHz sideband
triggers a small rising emigsion and the 4.05 LHz SLdeband trlggerﬂ.an'
:em15510n that remains almost the same frequency for 120 msec and then
_becomes a falllhg tone. |

‘There are at 1east two actlve power—line harmon;es appeéring.on thé
records: oOne at 3.78 KHZ {(63rd PLH).andthe other at 4,02 kHz (67th PLH) .
The emission frigééréd.by the 4.05 kijz sideband appears to be entrained

by the GTth PLH. |

The fact that there are no apparent mutual interactions netween the
sidebands may 1ndlcate that the perturbed elec’cron.‘vll ranges associated
with.various 51debands do not overiap. We may-then_eonclude that the
freqpepcy spac1ngs (50 Hz) between the sidebands are greater than the
coherence pandwidth . But it is possibie that the small.frequency spac—
ings between the sidebands have imposed 1imitations on the growth of thé
gidehands (a2 mutual suppression phenomenon). ynder this condition, the
51debands may also aﬂpear as if there wers no mutual ijnteraction.

Tn order o resolve the amblgulty, a transmxtter program, SIDEBAND
3SUPPRESSIOR (SIS?) PRQGRAM,.has been designed for future experiment on
.this problem. o N a |

The thlrd example 1s a ﬁ-wave.r The amplified sidebands have almost

the same features as the corre5pond1ng ones in'the:first example}g
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Tigure 4.9:illustrates an example of si deband coupllngs. The brig~

gerlng wave is a f~wave with 1-.-10 ms and £§ 150 Hz . Its gidebands .

whose unampllfled jntensities are. cal ulated and shown on the right, are

50 Hz apart. The duration of the FSK wave 15 1ndlcated by the horlzontal'

bar aust belo the Spectrogram.. At the beglnnlng, the magnetosphere fav-
ors the 3,975 K2z gjideband which 1s . not the strongest one at the 1nput

end. ThlS smdeband has been ampllfled in the magnetosphere 19 dB more

. than the others . The amplltude 1nformat10n is obtamned by the same tedh—' e

que Lllustrated in Fig. 4.8,
As tlme goes on, the sntensity increases.i_lt isﬁobserved that the

energy is coupled from the 3,975 to 4. 025 Kz 51debands at about the 400th

.msec and that the coupllng 1s through o discrete frequency Jump .

Note that the time and the frequency resolutions of Thls dynamlc
spectrum are about 70 wms and 20 Hz, resgeetively.

At about the 600th msec,'energy is: transferred from the 4.025 to the

4. 07a kHz 51deband. Several yealk Tising emigsions developed from'the

former s1deb nd tend to release thelr ‘energy "{o the jatter. .
The. coupllng processes seem to favor the coupling of enersgy to side-

pands at higher frequencles. However; near the end of the TSK wave, the

.energy couples baek from the 4.075 to the 4, 025 kHz 51deband, which then

triggers an em1551on that remains almost at a consta ant frequencyforabout

500 msec after the 51debands are termlnated- 1t then.‘becomes a rlslng

tone. The emission has grown about 12 dB. Thle euggests'that_there_are

' mﬁfuel_suppr3551ons among the 51debands. The aidebands may haverbeen
'amplified further, had thelr frequency Spaclngs been 1arger. At_the_ends L
"of the 51debands, the trlggered em1551on, poseibly entramned by a power ..

7 11ne harmonlc (PEH) at 4.02 kHz (5 Hz below the 4 025 KHZ. 51deband),
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Fig. 4.9. AN EXAMPLE OF SIDEBAND COUPLINGS. The FSK wave with tg = 10 ms,

Af = 150 Hz, is a x-wave. The duration of the wave is indicated by the

horizontal bar below the spectrogram. The thick horizontal line at 3.9 kHz
is a local induction line. The energy of the 3.975 kKHz sideband is coupled
to the 4.025 kHz sideband at about the 400th msec, then to the 4.075 kHz
sideband at approximately the 600th ms.



- becomes the only coherent signal near 4.02 kHz capable of organizing
eiectrons efficiently. There are no other signals to suppress its g_rewth.
Th_e__re:Eore, the emission ETows .

The existence of an active PIH at 4£.02 kHz' is postulated because
the emission frequency remains almost constant for about 500 msec, Fur—
thermore there are a few indications (not shown) of the existence of
- the 4.02 kHz PLH within half an hour, giviﬁg' suj:ipo:t"ff:. o ‘f;h:l.S in‘t’efprefa—
tionm .

‘This example indicates that the frequency spadi_ngé' .amer.xg." 'i:iie side—
bands limit their growth. The coherenae bandwidth in ¥his parit'iculai.'..
"ea.se is'greeter-than"&(}‘ Hz and. depends: on-.fﬁe iiii.:ensi't'y.ef 'the '-s-:.i.gna_.l.

Tt also :Lllustra'tes two features of 51deband coupl:r.ng. The first
Ieature in wh:.ch energy s‘f:eps up or down dlscretely in frequency is 11-— .'

'lustrated by the coupl:mg between the 3,975 and the 4, 025 kHz s:r.debands

. at about the 4001:h msec and “that be‘tween the 4 07‘5 and the 4 025 kHz

51deband at about the 950th msec. 'I'he second :Eeature in wh:.ch energy is
' transferred between s:.debands by emlssn.ons is 111ustrated by the coupl:mgs
between the 4 025 and the 4 075 k.Hz sn.debands at about 't:he 6001:!1 msec.

-These two features of S:Ldehand coupl:.ngs have been observed many tlmes.

_E. Discuseien

The lcey to an explanatlon of energy eoup] :Lné; be‘tween two waves at
jdn.f:ferent frequenc:r.es :davolves thoge electrons that can n.nteraet ;.v:.th_
both waves in the magnetosphere._ An electron perturbed by a WMV wave
:oeelllates 111. V" : around the cyclotron resonance veloelty V . The
range o:E exeurs:.on 1n V _ depends on the wave :mtens:.ty, the electron

p:l.tch angle, as well as the 1nstantaneous phase angle be’tween the electron



and the wave when the electron is exactly at V" = Vb (see Appendix B).
Various electrons in resonance with the wave may have different excursion
range in Y". As far as the wave is concerned, it can perturb and orga-
nize electrons which are in a finite V” range centered at the resonance
velacity Vb. We assume the perturbed V" range.to'be the'trapping range
AV, . The corresponding frequency range is the coherence bandwidth. Two

t

- waves with a large frequency diffefenceforganize-electronss in different

V“ ranges. The waves are mutually independent. When the frequency dif-

ference is.small? the perturbed 'V" fauges'overlao}' Electrons in the

overlapped range can exchange energy with both waves. They serve as meang

- of energy coupling between waves.

According to the homogeneous model in which a constant wave is as—

sumed (see Appendlx B), the perturbed V‘ range AN‘ is proportional'to'

the square root of the wave intensity. The wave intensity can be_"mea—
sured"'By‘estimating the size of 'AM . We have estimated :fﬁe size 'df'
AVf by finding the critical frequency differenhce within Whlch two waves
: 1nteract - R |

It is 1mportant to p01nt out that in reallty this homogeneous model

may not be adequate because

(1) the 1nhomogene1ty of the geomagnetic field changes the

size of AW and

" (2) " the wave - 1nten51ty in the 1nteractlon reglon is not

uniform.

‘To the author's kndwledge,'fhere is'no'published relationship be- .

tween the size of AV and wave 1ntens1ty (even assumlng a constant

wave) in- 1nhomogeneous models.
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. Vview of electrons. A constant frequency WM wave interacts with energetic

Accordxng to Dysthe's szmple model [1971] 1n “M1ch a constant ex-—
ternal torque 15 assumed to aocount for the inhomogeneity in an interac-
tion region (IR), the size of AV _1s reduced as the IR moves away from
the equa‘tor. Thus, to produce ’che same AV a S'tronger wave is required
in the 1nhomogeneoue model ﬁhen in the homogeneous model.  Since WPI s
belleved to oececur around the equatorlal region where the inhomogeneity
1s small, we shall use the homogeneous model to estlmete the wave inten-

sity in the IR. The wave 1nten51ty in an inhomogeneous IR must be greater

than the estimated value. Moreover the actual - wave lntenelty is' not

_uniform in the iR. Therefore, the estimated value. can*only account. for

the order of. ‘magnitude of the average intensity in the IR.

It iz interesting to visualize the ooherenoe bandwidth from the point

electrons in a finite IR, causing the electrons to oscillate in”'Vu. The

.DOPpler-Shifted'frequency of the wave as seen by aﬁ elethon with a small

veloeity excursion AMH 1s not constant. The wave has a finite bandwidth

- KAV -as far as the electron is concerned. -This bandwidth is a "resonance

bandwidth" produced by WPI. Electrons with various AV - see dliferent

‘bandwidths (kﬂv.) essooieted.With'the-wave. The electrons w1th AN =
£w£_ see the largest bandwidth which we call the coherenoe bandwidth. The

- coherence bandwidth is 1n the order of 50 Hz or more for most of the co-

herent WM waves in the magnetoephere.
fWhen'an'electron'enoounfers”fWOIWauee in fhe'magnetoephefe,”ifs mo— -

tion becomes more oomplloated Supposathatthe two waves at £, and f

1
'u'iravellng w1th the phase velocltles Vbl' and Vb ' have 1nten51t1es
(Ewl,B ;) and (E 2,]3 2), respeotmvely, where | :f1>f _V 1>V an_d
‘as shown 1n Plg 4 10

.i \l 2

>B- The total wave megnetlo fleld Bwr,

. 110 .

I




| Fig. 4.10. AN ELECTRON MOTION IN TWO WAVES.

The frame is moving with the phase veloeity
of wave 1. The magnetic field of wave 2

- .Tetates. with an angular. frequency’ that
equals the frequency difference of these
two- waves. I
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is a vector sum of Bwl and sz and varies with time in the frame

. We have assumed that [V__ ~V__| is much smaller
1 pl "p2

than Vﬁl and sz so that the electric field of wave 2 is negligible.

moving with Vp

In that frame, E is statie [e.g., Matsumoto, 1972],

wl
and ng rotates with a frequency é, where ;é equals ]fl-le. 1/é_

disappears, Bwl
corresponds to a time constant that equals the rotation period of sz

and is called 7 i.e.,

I’

T, = 1/0 (4.8)

This time constant Ty shall be the same in the Iab frame. The
reason we derive this quantity in a wave frame is to "f£iz" one wave in a
frame so that the relative rotation between the field components of these
two waves can be visualized easily.

The detailed ealeulation of energy ceupling between two waves through
the resonance electrons is still being investigated. MeanWhiie, we can -
still argue qualitatively for a rough criteria that determines whether
the waves will mutually interact or mot. It is believed fe.g., Helliwell,
1967; Helliwell and Crystal, 18731 that the bunching time Tb is a char-

'actériéﬁic time of energﬁ exchangé between a constant amplitude wave and
its resonant electrons. When f1-f2' is large, the electrons in reso-
:hénce with wave 1 can not effective1y interact With:wave 2. In one bunch-
ing.period, sz has fotated more than one Cyple. Its effect on an elec-
“tron which is in resoﬁaﬁcé Wifh:wave'i hes been smeared ouf. Similarly,
electrons in resonance with wave 2 canmot effectively interact with wave
1. Thus, these two waves are_orgéﬁizing.differeﬂt'séfs of éléctrbns and.

do not mutually interact. One could specify a criterion under which two

waves are mitually independent as
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(4.7}

L

Acbording to Egqs. (B..6) and (4.5); we can rewrite thgrériterion as

o

A-j'_'CB< |f.1 -_le - : _ (4.8)

It states that, when the frequency difference is gpeater than the coher-

ence baﬁdwidth, two waves do net irteract. Thus, by finding the critiecal
frequency;difference-within-which_two waves interget, we have Found +the
coherence bandwidth Afcs.' The wave imtensity can then be estimated by
Eq. ({B.16).

Equation (4,.8) ‘is a rough eriiterion. We have assumed sz to be

- small enough so that it does not alter the motions of electrons which ave

in resonance with wave 1. This dis a "small perturbation” assumption,
When sz' is not small, a criterion that determines whether two.“mves
interact or not must involve both Bwi and szg One such criterion is

1 | ,
5 AL, A8 ,) < |E, - £

B (4.92)

2
where AﬁCBl' and AQCB2- are the corresponding coherence bandwidths of
wave 1 and wave 2. It implies, as shown in Fig., 4.11, that the perturbed

V“ ranges associated with the two waves in the electron distribution

overlap unless

N

i i A _
7 By $879) < Mgy 4.0

vozf

. where Vbl .and. V.z are the resonance velocities associated with wave

1 and wave 2, respectively.

[
E .
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¥ig. 4.11. DEMONSTRATION OF THE RANGES OF V, OVER WHICH THE
ELECTRONS ARE ORGANIZED BY TWO WAVES WITH A LARGE FREQUENCY
DIFFERENCE. The purturbed V, ranges are not overlapped.
There shall be 1o snteraction between these two waves.
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From Eq. (4.92), iﬁ can he shown that thefe is a factor of 4 in the

, between the cases in which B ., =
wi wi

and the onas in which B >> B . Since we arve only ihtofeStéd in

estnuated intensity of wave L, B
sz
the o:der of magnltudes of the wave 1ntensities in the IR, Dq (4.8) ap-
pears to be suitable for our purpose. we shall bear in mlnd however,

that. the estimated value cou¢d be off by a factor as large as 4.

The excursion range AV for various electrons in resonance wxih a

-wave are different. It seems :easonable to average these excursion ranges.

It can be shown by Ed. {B.41) that

- o /2 | o
Av" = z[z “1':1‘ (L - cos urR)] (4.10)

where Wh is the instantaneoﬁs phase angle between the wave and an elec-
fron when v, exactly equals. v . Using the approximation for trvapped.
electrons
'y =~V tan @ S ¢ %% 5 DR
i o
we have _
/2 v

. . P 1 .. 'R
LAVHV_ 4(LQWVO tan Q) |51n 3 | {4.12)

Assuming that electrons initially are uniformly distributed in the phase

angle, we can show that av“ averaged over 'wR is

] IR 2 1/2 .
AV == 0y wen o . 4.13)

‘Thus, we have AR averﬂgéd cdherence pandwidth (over the phase angle) L



AF = i% (kQ Vv )1/2 tan1/2 o (4.14)
- W O _ _ ) ]

Equat:.on (4.14) reveals that Afgg | [ is dependent on the eleectron
piteh angles. In the magnetosphcre, waves ean interac't: with electrons
at various pitch angles. The electron d:.str::.bution as a function of en-

ergy and pitech angle in the magnetosphere can be chosen as [e.g., Liem-

ohn, 1957]
FW,0) =« WP sin™ g (4.15)

This model has severai advantages. It isg mathematically simple.
The energy varlatlon is reasonable and can be Fitted 1nto the partlcle
data [Schleld and Frank, 19707.
Equation (4,15) can be written as
n

. L, m
f-(V.L aAll 0) w =5 p = -2'15;:Ln gp
2 2
(V“ + vl> v sec (04

(4.16)

o

Cl.e.,

F{O) e« sin” o c052p o (4.17)

We have used the resonance condition V” m'vo and Vi R=V0 tan . TFig-
ure 4.12 shows the distribution_function ) for various values of m
and  p. It is noticed that the peak tends to move to high pitch angles

as m increases and tends to move to low pitch angles as p increases.

The condition m = 0 implies an isotropic pitch angle distribution at a

given energy level. It does not imply uniform distribution at a given

V“.
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e shall average the coherence bandwidth again over a. pitch angle

distribution. From Eq. (4.14),

CB

HD

= & 10 v _Tn,p) (4.18)
W o

where

T'(m ;.IJ)' = fau'tan:l/:z

%,

a g'(d) “do

%, A'loss cone

-1 v0.
CQs —
o]

n>

I‘:.gure 4,13 shows the values of T as funct:.ons of m and p Ior a
case in which ozL =-7° and aU = 85°, It is on the order of unlty.

' J.‘.quat:.on (4.18). is the relat:.onsh:n.p between the cnherence ba.ndwldtb.

and the wave intensity in the magnetosphere. We have a qual:.tata.ve cri-

teria -'for ':de'c:-id'ing wvhether two waves with a frequency difference. Af can -
mutually interact or not. When Af > B, there is no. mutual interac- :

" gion. When AE < CB, they will intevact. Thus, by estimating the erit—

ical frequency difference A:Ec within which two waves interact and using

(4.18) and the condition

we have been able ‘to neasure the average wave :Lntensrty in IR. TFor sim—

~_plicity, _we_ shall refer to CB as coherence bandw:.dth herea:fter.

: 11'8
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Fig. 4.13. PIOTS OF [(m,p) TOR THE CAS
i CASE WHERE
o =7° AND @ = 37"..' L RE
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F. LISP Progranm

From Section C, we have found that sidebands with frequency differ-
ence less than 50 Hz ean mutually 1nteract. We have also found in many

occasions that sidebands with a 50 Hz frequency difference can grow and

trigger emissions independently. .It apbeare that 50 ﬁz-cculd.be a gccd
measure of coherence bandwidtl. o o :
There are several tfansmitter:ﬁfograﬁe qesighed sﬁecificalif to
measure the coherence bandw1dth One such program is the Llne Spectrum o _.E
(LISP) Program. The LISP program, shcwn In Plg 4, 14, ccnsmsts of PSK _ . : Q
waves with Ts 10 msec, The frequency dliference between the pulse
“train at the upper frequency and the one at lower frequency is switched

between 100 and 200 Hz every minute. The upper frequency ki remalns_

HI
the ‘same during the tran51t10ns. As a result of +this modulation, the
sSpectrum of the wave is swmtched betWEen the two shown in Plg 4,15, The
51debands are spaced at multlples of 50 Hz., It is noticed that the side-
band at f HT is always at the same amplltude and contlnuous in phase,
while its nearby 51debands change emther amplltudes or phases during the
transitlon.

'If the coherence candwidth of the sideband &t fHI is less than 50
Hz, then its behavior is independent of the changes in nearby sidebands.
On the other hand, if its coherence bandwidth ig greater than 50 Hz, it
interacte_with other sidebands at nearby frequencies. - Therefore, alter-
ing fhe nearhy 51debands sheuld affect its growth. By examining ‘the am-

plltude of the szdeband at f during tran51t10ns : weccan-determine':

I
whether the CB is greater than 50 Hz or not,
Figure 4,16 ehows_an example: of this program. Theiﬁpper'panei shows -

the spectrogram in which the time and the frequency resqlutione are ahout
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‘Pig. 4.15.  THE SPECTRUM OF AN FSK WAVE WITH  Af = 100 Hz AND g = 10
mg AND THAT WITH Af = 200 Hz AND 7y = 10 ms, The spike at £y in
both spectra have the same amplitude and phase. { is the phase of the -
spectrum. -
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Fig. 4.16. AN FXAMPLE OF THE LISP PROGRAM. The dynamic spectrum has high frequency resolution

(~2 Hz).

The stimulated sidebands have been resolved.



350 msec and 3 Hz respectlvely. The middie and 1ower panels deplct the
'amplltude varlatlons of the 4.35 and ‘the 4 15 kH= 51debands. The band—
width of the fllter through Whlch the amplltude charts are made is about
50 Hz.  It is 1mportant to p01nt out that the records have a compressed
time scale. The regular fluctuatlons appearlng on the. 51gnals in the
spectrogram are due to asynchronmzatlon between the recording and play-
back recorders. _
Thefe are PﬁH}s.qu.the spectrognam. The strong signal arouud 4.26
_kHz drlftlng slowly in frequency at the rate of a few. hertz.per m;nuﬁe
_:15 a local 1nduct10n 11ne (71st PLH). The 4 25 kHz sideband appearing -
.ever§ other mmnute is observable, with dliflculty, only in the flrst,
.the thlrd and the seventh mlnute, where the induction line is above
4 255 kHZ
| There are "stimuleted sidebands" about 7 Hz.away from the pavent
__eidebande, A good eaample can he- observed in the eighth. mlnute. The
expanded dynamic epectrum of the eighth minute is shown on Fig. 4.17.
- The 4720-kﬂz-sidabandfhas stimulated two sidebands spaced at about 7 Hz
above and. below the parent sideband. The 4.15 and 4.35 ﬁHﬁ sidebands
also stimilate sidebands in this periods Tt 'i:s'_.obse'rv_ecll that the stim-
‘ulated sidebands aceur enly when the parent signals are strong.r It has
been reported prev1ously that a constant frequency signal e¢an trlgger
sidebands ([Chang and Park, 19777, Stimulated sidebands are belleved to
‘be :a phenomenon caused by nonllnear waveepartmcle interactions in the
magnetcsphere. |
The 4 35 kHz 51deband is at £

HI’

sideband amplitude and the phase remain unchanged at the tran51tlons.__

the frequency at whlch both the '

: The slow changes 1n amplltude shcwn on the mlddle panel are due to the
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Fig. 4.17. EXPANDED DISPLAY OF TLE DYNAMIC SPECTRUM
IN THE EIGHTH MINUTE IN FIG. 4 16
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slow temporal variations in the magnetospheric conditions., The transi-

tions occur at ~2,3 seconds after the minute marks. From such compressed

time—scale_records,'it is hard to locate precisely the time of transi-

tions. However; the lower panel, showing +the amplmtude of the 4.15 Lz
sideband that ig | "switched on every other mlnute, Provides deflnite in-
dications of the time of the trangitions, 1% is notlced that, at the
transitions at the beginnings of the third, fourth, and tenth minute,

there are sudden amplitude variations on the 4.35 kHz 51deband. The

- variations ecan be as large as 3 dB. From the studles of the expanded

records, it is eclear that there are no sudden ampllﬁude varzatlons dur—

- ing the rest of ‘the tren51t10ns. The expanded records durlng the tran-

sitions at the beginnings of the sSecond, fourth elghth and tenth min-~
utes are shown in Plgs. 4, 18 4 19 a4, 20 and 4 .21, respectmvely. Note.
that the 0-dB levels in various amplitude records do not. refer to the.
same absolute amplitude, The arrows 1nd1cate the tlme of tran51t10ns.

The frequency resolutlon of these spectrograms 1s dlfferent from the one

'shown on Flg. 4 16 and is about 7 Hz The smdebands stlmulated by the

4.35 kHz sideband cannot be resolved. _
It is observed from Fig. 4,16 that only vhen the 4.35 kHz sideband
is at high intensity can the tran51t10ns affect its amplitude, This sug-

gests that the intensity of the 4.35 kHz sideband in the IR is such that

its coherence bandw1dth is about 50 Hz and varles slowly with time. Us~—.
:1ng the availabie whlstler data, we have found that the path is at L4
| and N é 400 cm 3._ Assumlng that p = 4 and. m 1 for the electron
” dlstrlbutlon in the magnetosphere and a CB ‘equal to 50 Hz, we have cal-
: culated the vave 1nten51ty in the IR by Eq. (4.18) to be .on the Order of.

'2 5 m7 ' From the argunent given in the previous section, there could be
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Fig. 4.18, EXPANDED TIME SCALE OF THE TRANS ITION AT THE
SECOND MINUTE IN FIG. 4.16. 0-dB levels are not the
same as shown in Fig. 4.16.
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Fig. 4.19. EXPANDED TIME SCALE OF THE TRANSITION AT
THE FOURTH MINUTE IN FIG. 4.16. 0-dB levels are
not the same as shown in Mg, 4.16.
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Fig. 4.20. EXPANDED TIME SCALE OF THE TRANSITION
AT THE EIGHTH MINUTE IN FIG. 4.16. 0-dB levels
are not the same as shown in Fig, 4.16.
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Fig. 4.21. EXPANDED TIME SCALE OF THE TRANSITION AT
THE TENTH MINUTE IN FIG. 4.16. 0-dB levels are
not the same as shown in Fig. 4.16.
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aﬁ ereor aé 1arge es:e.faofor of 4 in the estlmaﬁed wave intensity, Thus,
the estlmated vave 1nten51ty 13 somewhere between_a.s to 10 my, in.good”
agreement w1th satellmte measurements [Heyhorne 1966; Bﬁrtis 1974, .Inan
et al, 1977]. ‘This estmmatlon is based on the. assumptlon ‘that  the in-
teractlon occurs at the equator.' I? the 1nteraotlon occurs ofr equator
where the 1nhomogene1ty 0f the geomagnetlc fleld becomes 1mportant5-the
stlmated wave 1ntenszty would be larger. |
It is 1nterest1ng to note that the intensity of - the 4.35 iz side-
hand 1ncreases at ihe tran51tlons in the third and ninth minutes ﬁhefe.
the 4.15 kHz 51deband 18 turned off. On' the other hand, the intensity
of the 4.35 kHz 51debend decreases at the transition in the fourth min-
ute where the 4,15 kHz 51deband is turned on. It is suggested by Helll—
.well [prlvate communlcatlon 1978] that the 4.4 kHz sideband (fHI + 50
Hz in Plg . 4.15) may couple energy to the 4, 35 hﬂz smdeband at the tran~
51t10ns where the intensity of the 4.35 Itz sideband ig hmgh The dynaf
_mic 5pectrum 1n Plg. 4.16 indicates that the 4.30 kHz (f 4'50'HE) :
.51deband has not been amplified 51gn1flcantly in the magnetosphere. _At
the translt;ons'where-the~4,15 kHz .(fﬁojs 51deband is turned off the

input intensity of the 4 -4 kHz sidebang is' reduced by 10 percent. It

should therefore be amplified less, and the Corresponding coherence band-

width should decrease, Therefore the 1ntensmty of the 4, 35 kHz smdeband.

-~1ncreases, con51stent with the observatlon.

G Summary and Conclusion

In this chapter, we have shown that the IBK waves oan be v1ewed as

'several oonstant frequenoy 51gnals.- In the magnetospher s eleetrons oan_,,

resolve these 51debands when the modulatlon perlod in the.eigoalfis-smallge
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compared to the intcraction'time.befween thc.maﬁc and the electrcﬁs.
Otherwise, the electrons can only resolve pulscs of the ESK waves. This
is the basis of fhe mefhod we used in estimating the length of the in-
teraction region (IR). It has been found_that the IR lies betwecn 2000
and 4000 km, | | |

Transmlttlng ISK waves ig equlvalent to 1njcct1ng multlple waves
into the magnetosphere. Thc Ircquencyr dlfference is controllable by
varying the pulse length. We have fcund that ‘waves w1th frequency =pac-
'1ng 1css than 50 Hz often shcw mutual 1ntevact10ns. Scppression_and;.
.coupllng among sidebands are often observed., We_have.idcntified two
differcnﬁ fcatﬁres of energy couplings. In the first feature, energy
of a sideband transfers to anothcr sideband by a discrete?jump in Tre-
quency. In the second featurc; the energy coupling is accomplished by
"sma11' emissions. that link one sideband to another.

The interaction between two Fforced mode signals is attribuﬁed to
the electrons that can exchange energy with both waves. Assuming tHat .
the trapplng width is the width of V within which electrons can be
organized efiect1vely by.a wave, we have established  the relationship-
of wave intensity and thc critical frequency spacing within which two
waves can interact. This critical frequency spacing is ecalled the co-
herence bandwidth and is determined by averaging over both the phase
angle as well ag the pitch angle. It is found that the coherence ‘band-
width is on the order of 50 Hz for the sidebands. The correspondlng
Wwave intensity is somewhere between. 2,5 o 10 my in a homogcneous model

and could be larger in inhomogeneous models.
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Chapter V

SUMMARY AND RECOMMENDATIONS

A. | Introduction :
The purpose of this report has been to present an experimental in-
~ vestigation of VLF wave-wave interaction in the maghetosphere. In this

‘chapter, we shall summarize the contributions of this report and make

suggestions for further investigation. The coﬁtfibutith'in-the'study .

of pulse distortion, due to propagatlon in the magnetosphere, in the
area of 1nteracﬁ10n.betwaen gap-induced emission ‘and post-gap SIgnal
and in the field of sideband mutual interaction will be covered. The

| suggestions for further work will include the same three areas.

'B.  Sumhary of the Present Work

1, Pulse Propagation in the Magnetosphere _
We have been performing experiments to investigate VLF wave-
_-particle and wave-wave intéractions in the magnetosphere bYﬁinjeeting E

VLF pulses from the Siple transmitter. These pulses are distorted be-

fore arriving at the interaction regien.which-is believed to be near the

equator. The distortion caused by propagation through the dispersive
mediiu_m may have str'etched_. the pulses enough"{to alter j:hé det_aile of WoI.
in the magnetosphere. It is therefore essential to know how the pulse

_ is_distorted*dﬁe;thproﬁagatioﬁqin thesﬁagnetesﬁherefj

As far as we know, the dlstortlon of a VLP pulse proPagatlng

©in the. magnetosphere has. not been calculated prevlously. S

133

3T B Pty



In Chapter IT, we have descrlhed the method of ana1y51s.

Study of pulse prOpawatlon in the magnetosphere has provided the follow-

ing results:

(1)

()

(@)

O]

5y

the - flrst tlme.
whlch may then 1nteract w1th Lhe pos

. entralnment effects.'

The group veloeity calculated at the carrier frequency
can accurately prediet the arrival time of a pulse only.
when the time delay refers to the "centers,” not to the

leading edges of the pulses.

The frequency of a distorted pulse is not constant over

at the front and/br ilie rear ends of the pulse.

The frequency at which a pulse has minimum dlstortlon at

the equator is the "nose" frequency.

A dlscontlnuxty in the phase of a fixed . amplltude sine .

wave introduced on the ground can develop 1nto an amp11~

tude gap when the wave arrives at the equator. The gap

can be as large as 20 msec as a wave at 3 kHz propagating

through a duct at L = 4,

_the duration of the pulse. The largest devlatlons oceur

A digital equalizer has been désigned'ﬁO'compeﬂSaté for

the phase distortion. Computer simulations show that the
equallzer can completely cancel the phase dlstortlon._
Thls device could be used either as a pre— or post—pro—
cessor to remove the distortion developed in the magne~

tosphere. .

‘Gap-Induced Emissions

The phenomenon of gap-lnduced emissions has been reported for
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A 10 msec n*ap 1n a trlggerlng wave can 1nduce emmsamons
qp 51gnal cau51nbsuppress1on and' o

The 1nteractlon involves a natural mode and ‘a




forced mode signal, and this is termed forced mode/natural moede wave-
wave imteraction (FNWWI).

Among the results of this study are the following:

(1) This phenomenon suggests that the tail-snd emissions

start to develop within a time period less than 10 me.

(2) Experimental data show that' as the gap is opened up

7 in tlme, we cun scan the development of emmss;ons.
One of the results chflrmS an earlmer ohservatlon
that emissions always start with & small Tise in fre-

- quency.

(3) A 70 msec gap is iong eneugh to permif a Ffalling tone : ;

- to. fully-develop.

(4) A new feature of FNWWI has been discovered. The post-
. gap signal can "capture" a falling emission that dis 90
Hz below the transmitter signal, causing the emission
to overshoot toward the p051tlve rrequency dzrectlon.
The frequency dlfferenee between these two SIgnals apn'
pears to be an important factor in determining whether

~or not the interaction ean.oceur. = ..

3. Sideband Triggering

Sideband trlggerlng has been reported for the first time. It
.'wae an unexgected result from the studles of a transmmtter prograﬁ de-
.signed for other purposes. This dlscovery enabled us to study gideband }

'hlnteractlons. Suppre351ons and couplings betwaen 51debands are commonly'.  53]' P

Vobserved. Ve call this 1nteract10n SIDEBAND MUTUAL INTERACTION (SMI)

- Prom modulatlon theories, we Lnow ihat dlscrete sidebands are

created by periodic modulations on the signals. However, in the
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magnetospheré, the energefic eleétrons réshond only.to derféin sidebands.
The electrons ecan interact with the sidebands of the waves with small
.modulatlon periods but not with those generated by long modulatlon pe-
riods. We have shown in Chapter IV that this observation enables us to
estimate the length of the interactlon region.

Study of sidehand triggerings has provided the fo;l§wing re-

 sults.

(1) The length of the interaction region has been estimated o
to Iie between 2000 and 4000 km,

(2) sidebands, like any ofher constant frequency signals,

can trigger emissions.

(3) 50 Hz appears to be the eritical frequency spacing within

which sidebands mutually inteiact.

(4) The ‘Goupling is attributed to the ‘electrons that can |
interact with both waves., It is believed that a wave
~can iny_organize_electronsﬂwithin_a_finite'range'bf
Vﬁ .centeréd at the reéonaﬁce velocity. Thﬁs,. the
interaction must come from the electrons in the over-

lapped V range.

(5) The LISP program suggests that 50 Yz is the order of
the coherence bandwidth of sidebands. The sideband
intensity in the interaction region has been estimated
to be on the order of 2,5 ~ 10 my accordlng to a homo- -
geneous model, 1n reasonable agreement with saﬁelllte,
measurements [HEyborne, 1966 ; Burtls, 1974 Inan etal

19771.
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C. Suggestions for Future Work

1. Pulse Propagation in. the Magnetosphere

The work can be extended to nondue'bed signals by combining a ' ‘

.ra-y. 'tl‘ec:i.ng pro_g':rem and the 'elgoritﬁm d.iscussed‘. in Chapter II, It is l
ge:ierally true that tlhie dispersioﬁs ‘for nonducted signe.ls are greater
than--foi*.' ducted eiéﬂeis. Therefore , the pi;opagetie'n .di.stqrtion "shaii

be even more impo:ptan"c in the nonducted case.

| - Tt is neceeeal;sr td'us.e e. pl; -processone er eduaimer, on. the -
transn;itter end to compensate for the phase dlstortlon | ueveloped from
' the path between 'l:he tl*ansmltter and the 1n1:eract:|.on region. Realiza-

tion of this device appears to be fea_sible.

2. _:_I‘Im '

].:t..seems”feesible..te :c-l.esi.g‘n. a teaﬁsﬁtiﬁter. prog.ram to study |
1:11e . capture feature of “Lhe FNWWI in a somewhat controllable way _ The___ _
-slopes of 1.11e. :Erequency o:f:‘ tl;e gapulnduced“emlss::.ons can  not be con-
trolled easmly. But the .Erequency and phase cf the pos’c-gap 51gna1 ‘ean
be changed Thus, studies of this interaction for various. condmtlons
on the frequency and phase clz.f:Eerences between the falling emlssmns

and the post-gap s:.gnals can be carr:t.ed ouk.

3. SMI
- More VLF wave dinjection experiments are needed to establish a.

relationship between the i—'nput. wave intensity and  the size of the

' cohérence bandwidth. At present, we ‘only  have qualitative evidence; <
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suggesting 'I:ha_t_ coherence_band_width increa_ses__ as the wave intensity be-
comes strongér. | | |

It will he very useful to :.n,ject onlyr two WM waves 1n1:o the
magnetosphere. The frequency dl:fference will be varied :E:c‘om a few hertz
to 200 I-Iz :f.‘or various wave 1ntens:.t:1.es._ This exper:.ment will g:.ve us
quant:.‘t:at:.ve n.n:f:‘ormat:.on on the coberence handw:.dth versus the  input
.wave :m_te_n_srf:yf .I_t may. also t_ell us wl_le_n. the mutpal-suppres-sions_occur
and when th.e mutual couplings become predominant. A refined .mudel of
wave-wave _inte_ractioﬁ in the magnetosphere can then be_ constructed ':Er'o_m..
this informa.tion. |

In the theoretical area, it is necessary to develop the studies
of ﬁ-fo-wava interactions, either by analytical methods or by computer
. _simu;Lations_. - Unde_rs_-ta_nding the electron motions in two WM waves in a

homogeneous model appears: to be the first step in the solution to this

problem, .
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Appendix A

A COMPUTER CODE SIMULATING VLF PROPAGATION IN THE MAGNETOSPHERE

This appendix lists one of the computer programs that simulate VLF

pulse propagations in a duct. in the magnetosphere.,

THE PROGRAM CALCULATES THE DISTORTIONS OF A PULSE PROPAGATING THROUGH

A DUCT IN THE MAGNETOSPHERE. THE B FIELD IS A DIPOLE FIELD

THE DISTORTED PULSED IS TRANSLATED TO 500 HZ FOR DISPLAY

THE FIRST DATA CARD INCLUDES L.DE,NEQ,PULSE LENGTH IN M,

THE CARRIER FREQUENCY AND THE STARTING TIME OF THE PULSE

THE SECOND DATA CARD INCLUDES THE ND. OF CARRIER FREQUENCY TO BE USED
AND THE INCREMENT OF THE. CARRIER FREGUENCY . B

THERE ARE 6 DISPLAY OF THE PULSE SHAPE ALONG THE PATH FOR EACH FREQUENCY.

DonNoOoNO0on.

COMHODN B(IDZGJ,BItIUZG),CRCSIEJLCIISIZJrPDtSIZJ
REAL BI,CR.,CI,PD,5I¢125),CT (1o25) - '
REAL L,F0,DPH,DDFP,NEQ
INTEGER HF,5A,DE,NP,NL, INCE5) » NER
INTEGER ‘N3
EQUIVALENCE (BI(1),CT(1))
CALL- TPLTR. . _
CALL PIDCS¢20)
WRITE (1,11} : -
11 FORMAT ('ND. OF FILES TO BE SKIPPED IN TAPE 82')
NF=D . :
READ €1,%) .NF
CALL SKIPF(82,NF)
READ (5 .E)L,DE.NEQ.NF:FD,NT
N=512
WRIYE (6,60) L,DE,NEQ K . : C
80 FORMAT (1X,'L=%, F5,1,2¥%, 'DE=*,I1,2%, " 'NEQ ='3F10.2,"PER CC'Y
' NI=2%NT+1I -
NL=2% (NT+NP)
READ (5,%) NFR,DF
BG 110 I=1,1026
116  BrIY=Q - o
DO 111 I=NI,NL,4
Bli)=0
B(I+1)=1
B(I+2)=D
111 B(I+3)=-1" '
CALL CTA (10,B,IN,SI,0)
CALL CTA (10,B,IN,SI,3)
DO 1011 K=1,NFR
INT =17
' - WRITE (6;61) FO,NP S o S
61 * FORHAT /1%, 'THE CARRIER FREQUENCY=*Flo.2," HZ',2X,
1 *THE PULSE LENGTH =%,13,' M§5t) : ’
DO 112 I=1,1026
MH=1 _
Sl2 BILTI=BCIY i
- "CALL CTA €10,BI,IN,S5I,-3)
BIC1025)=BI{1) -
N3=1- ‘-
CALL PDIPU(L.FU.NEQ,DE;NPJ
© . CALL PLOPS ‘(CT,N3) © =
DO 1010 Ki=1,5 .
N3=N3+1 ,
CALL PDELY(L,DE,NEQ;INT:DPH;N:FU.HHJ
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62

1010 -
1011

oQ

THI
FOR

oaooan

CAL

o0 Q

TO

MH=HM+]
DDFP=(INTf1)§DPHRIBU/3.14159

" WRITE 6.62) DDFP

FORMATCIX, 'THE PULSE HAS TRAVELED FRDM THE BOTTOH OF. THE DUCT upt,
g 'T0O THE POSLTION AWAY FROM THE EQUATOR BY *,F10.2,' BEGREE") ’
CALL CTA (10,BIsIN,SI,=3) ’ ’ ’ )
BI(1025)=BI(1)

CALL PLOPS (CT.H3)

INT=INT-4

FO=FD+DF

cALL TPLTX

sTOP

END

SUBROUTINE PDELY(L,DE;NEQ;INT.DPH:N ,FD:HHJ

S SUBROUTINE CALCULATES THE PHASE DELAY OF EACH FREQUENCY COMPONENTS

A PULSE PRDPABATING IN A DUCT;

COMHON B(luzs).BI(IDZB};CRLSIZJ,CI(SIZ).PDtSlZJ
REAL TY(21),FI(512) s ) ' ; o
REAL P1(21),FP(21): FH(zl).SF.CF.NEQ,UM.L,LH,gsfﬁH,LMI
INTEGER INT, ISTa,lsTs.N;ﬂl,JR;JI.DE T ‘ ’
R1=6500 D
RU?BQGU : :
Gl=9.8E-03 =(RO/RL1I=HZ
0H=Eﬁ3.14159/l24*36003 )
CULATING FP,FH,AND P1=R0*L*CUS(Lh)*SQRT(1+3*SIN(LH)**23

FOR EACH POINT ALONG THE PATH :
CTHERE ARE 21 PDINTS FROR THE BOTTOW OF THE ﬂAFﬂETQSPHERE ue

THE EQUATER

REQ=RO=L

FPEQ=9SE03 #EQRTINEQ]
RT= SQRT ((RU*L-RI)/EI)

C FALL= ATANLRT?

100

1ol

SF1= SINC(FAIL)

CF1= COS(FAIL) ,
IF (DE .FQ.1) GO TO 100
1F (DE .EQ.2) 60 TO 101
IF (DE .EQ.3) 60 7O 102
1F (DE .EQ.43 6O TO 103"
CH=0.08 '
c0=0.9"

CHE=0.02

T=1600"

g0 TO 200

CH=0.08

£0=0.9

CHE=0.02

- Te3200

102

GO 10 200"
CH=0.64
£0=0.5
CHE=0.1

©T=1600"

103

80 70 200
cH=0.4
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200

&0

61
608

69

700

- £0=0.5

CHE=0.1
T=800
FAT=0
KE=1.38E-23

MH=1.673 E-27

HH= KE®T/(HHXG1)%1.E-06
HD=HH/16

HHE=HH/4

.ZEQ=HI-(Rl**EJIREQ-(UH**altZ*GIJ)*(REQ**E—(RI*CFlJﬁﬁzJ
.EHEQ= EXP(-ZEQ/HH}

EOEQ=EXP(-ZEQ/HO)

EHEEQ= EXP(~ZEQ/HHE}

VDE=CH%EHEQ+CO%ECEQ+CHEXEHEERQ

LMl= SQRT(1l/VDE) -

TEMP1lz= SQRT¢1+3%SF1#SF1)

P1¢21)= ROXLXCF1=TEMP1

EP(21)=SQRT(LMN1I=FPEQ

EH(21)= 8,736E05%(1/L/CFLl/CFL1)#%3%TENP]

DPH=FAIl/s20

p0 1000 I=1,20

8F = SIN(FAI)

CFaCOS¢FAI)

R=RO#LXCF#*CF
Z=R1-{R1#%2)/R—(OM=X2/(2%61) IR [ (RECFI*%2—(R1I*CF1)%%2)
EH=EXP(—-Z/HH)

ED= EXP(-Z-HD)
EHE=EXP(—~Z/HHE}
VYNU=CH%EH+CO%EQ+CHE#EHE

LH= SQRT(VNU/VDE)

TEMP = SQRT(1+3=SF#5F2
PL{I}= ROL*CEF=TEHP

FP(I)= SQRT{LMISFPEQ

FH{I)= B.736E05%(1/L/CF/CFI%
FAI=FAI+DPH

1F (MM .GT. 1) GO TO 608
DFATI1=FAI1%180/3.14159
DDPH=DPH*180/3.1415%
PRINT 60,DFAX1,DDPH
FORMAT {1X,'DFALl=',F7.2,'DEGREE", 23X, "INCRE.=',F7.2, "DEGREE")
WRITE (6,61} (FP(I),FHC(I),P1CI),I=H21) '

FORMAT C3JFl2.4)

CONTINUGY

IF (INT .LE. 17) GO TO 700

WRITE (6,69)

FORMATC' INT IS TOOD LARGE. INT SHOULD BE 1,3,5, UPTO 177)
§TOP

IST2=INT+1

IST3=INT+2

RIC2= FPCINT)®%2/F0/C(FH{INTI-FO3}
pO0 900 J=1,N ' :
Fi=1000

FI(JI=FO~FW/2+FU*J/N

F=FI(J3)

RIZ2= FRCOINTI®x2/F/(FH{INTI-F)
RRI= SQRT{RI2/RIC2)
FRI=SQRTC(RRI)

DO 890 I= INT,21

BT=F#(FH(I}-F)
G=FP(I}/SQRT(GTI®P1(I)/3EQB5

*TEMP

ik
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890 TY(I)=DPHXG/3
: TT=TY(INTJ+TY(21J.
: DD 8% I=IST2,20,:2
891 TT=TT+4%TY(I)
: BO 892 I=1573,19,2
892 TT=TT+2%TY(Y)
TYL=TT
T CYL=FRTYL

Ni=CYL

DIF=CYL-M1 :

IF (DIF .LE. 0.5) GO TO 895
© o DIF=DIF-1 . - 7 T 7T
B95- FASE=DIF*2H3.14159

PDCJ)=360%DIF

SH=S5IN(FASE)

CS=CDS{FASE)

JR=2xJ+1 -

JI=z2%J+2

ARE=B(JR) o

~AIM=B(JT} o ’
BI(JIJ=(~ARE*5N+AIM*CS)/FRI
.BI[JRJ=(ARE*CS+AIN*SN-J/FRI
CRCJI)= BI{Jn) ’

200 CICIy=BICJI)
BIC1)=B(1)
BIt2)= Bt2)
RETURN -
END -

Qo

SUBRhUTINE PLOPS(CT,NCL)

THIS SUBROUTINE PLDTS SIX VLF PULSES AS FUNCTIONS OF TINE

QOO0

REAL CT(1025)
INTEGER NCI .
IF(NCL .G6T. 1) ED TGO 690
CALL RAML
X0=-250
vo=2
GO0 TO 691
690 Xo=0
Yo=3
691 CONTINUE
CALL SCALEC0.01,0.5,%0,v0)
‘CALL GRID (1,0. v0.1,51)
CALL GRID (3,0,,0.,1.,1) s
CALL GRID (1,-20.,0.,0.2,5)
CALL GRID (3;-20.,0.,0,2,5)
Do 70! 1=1,3
YS=IA-(3-1I)%0,1 . )
CALL CHAR (-50.,Y5,0.3,0.1,0,)
HRITE ¢20,700) IA
700 FORMATCI2) . - _
7O CTASIA$L oo -
CALL PLOT {1,0.,0.)
DO 710 I=1,10625
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x=1
CALL PLOT (2;3:07(133

710 - CONTINUE -
CALL GRID :, 1025-!0-11.:1)
CALL GRID {3,1025.,0.51.,1)
CALL CHAR (1050,.,0.,8.25,0.25,0.)
WRITE (20,720) Mci

720 FORMAT ('C',I2," )")
CALL GRID €2,1000.,0.,100,,103
IF (NCL .LT. 6) 60 TO 730
CALL CHAR (1850.,-1.75,0.1,0,1,0.)
WRITE (28,721)

‘721,  FORMAT ('HS') .
CALL GRID (2:1900-:—! 5|150-:19]
TIME =0
Xl= ~50
DO 725 J=1,6
CALL CHAR (X},-1.75,0.1, U 1,0.)
WRITE (20,723) TINE

723 FUORMAT (F5.0)
TINE = TIWF +100

725 X1=X1+200 _

: CALL PLOT (1,1500.,0.)

GG YO 750

730 CALL PLOT (1,0.,0.)

750 CONTINUE

RETURHN

END -

SUBROUTINE PDIPG(L, FO,NEQ,DE,NP}

THIS SUBROUTINE PLOTS THE GEUH&GNETIC FIELD LINE THROUGH WHICH THE
VLF PULSES PROPABATE

DOOOO0 Lz 2y

REAL L, FO,NEQ,XCC49),VCL49);XD(21),¥YDC21), ANCILY
INTEGER DE,NP
PAI=3,14159
C CALCULATE A CIRCLE
DO 600 I=1,24
. XCCI)S COSCPAIX(I-1)/24)
600 YC(I)= SIN(PAIXtI-13/24)
DO 601 I=25,48
I1=1-24
XCCI)==-XC(I1)
601  YCCI)=-YC(I1)
XC49)=1
YGL49)=0.
'C CALCULATE A DIPOLE FIELD LINE
RT=SQRT(6400%L/6500-1)
. FAY1SATAN(RT)
' DFP=FAI1/10
PA =-FAIl
DO 410 I=1,11
SI=SIN(PA)
CI=COS(PA)
ANCI)=PA%180/PAT"
R=LECINN2
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610

611

620

630

631
632

633

635
640

641

1

2

PA=PA+DFP
XD(I)=R#CI
YD(I)=R¥SI

Bo0 611 I=12,21
16=22-1.
ADCII=XDCIG)
YR(I)=-YD(IA)
CALL RANML

CALL SCALE C1.,1.,-1.5 2.7

CALL PLOT (-2,1.,0.)

DO 620 I=1,49

CALL PLOT (0,XC{I},YC(I))
CALL PLOT (I,XD(I);YD(IJ)
DO 630 -I=2,21 -

CALL PLOT (2,XD{1),¥YDCI))
DO 632 I=1,11,2

EALL PLOT (leD(I):VD(IJJ
CALL POINTC(2)

-I5=(I+1l)r2

K1=Xp(I)+I5%0. UQ 0.2

C - Y1=¥YB(I)-D.5+I5%0:05

CALL CHAR (X1,Y1,0.15,0.15,0.)

MRITE (20,631) IS
FORMAT €'(',I1,%)%)
CONTINUE

CALL GRID(O,0.,0.,1.,5)

CALL CHAR(-1.,-3.,0.15,0.15,8.)

WRITE €20,633). 1L,DE,NEQ
FORMATC'L= 7,F5.2,3Xy"DE
' PER C.C.T")
¥D1=-~3,5
DD 690 I=1,6
=1%2=-1
AB ANCIED

Il

CALL CHARC(- 1..YD]:U 15,0, 15.0 J

MRITE (20,635) 1,AG
FORMAT ('LAT. OF LOCATION
¥bl=YD1-0.5

GALL CHAR(-1.,-6.5,8.15,0.15,0.)

HRITE {20,641) FO,NP -
FORMAT C('CARRIER FREQ.=
I3, N§')

RETURN .
EWD

',Ilr‘

"1E6.1,!

MODEL',2X, THEQ= '}FT.2,
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Appendix B

VLE. WAVE-PARTICIE INTERACTION IN_THE MAGNETOSPHERE

In this appendlx, we shall discuss VLF wave partlcle 1nteractlon
.(WPI) processes in the magnetosphere. It is not our 1ntention to give
a complete theory for VLF wave ampliflcation and trlggerlng but, rather
to give the background and ratlonale for the VYLF wave injection experl—
ments re1eted to_thls report.

The_WM wave is assumed_to-propogate along a-static_magnetic field -
line. The electrons travel in the opposite direction. 'The motion of an
electron in a WM wave embedded in o uniform magnetoplasma is studied
first. _We_shall use a simple_model to il;ustrote_phase'bunching-andf“
phase trapping mechanisms, as well as the relationship between bunching
~ time and coherence bandwidth. Phase bunched currents dite to. q(V ><B »

forces will be 111ustrated schematically. Then, electron motion in a WM

wave in the magoetosphere-is discussed. We-then'discuss'debunching mech=--

anisms.
According to. the Lorentz force law, the electron motion in'a WM wave

embedded in a homogeneoits magnetoplasma is -
= F = .~e(E":v +V XBY o (B.1)

This can be writken as [e.g., Bell, 1965; DySthe; 1971; Matsumoto, 1972]

RERR .'é'B\"{- ' e e
= — &1 . B.2
I Vi el L (B.22)
vy = _—(V" * l_c') o sin v : (B.2b)




> M',eswvu X :
I;rmﬂo-kv =) = — =——— cos ¥ {(B.2c)

I .1: m V.L
where
Q = e_B_'o/m:_ electron angular gyrofrequency.
W = WM wave angular freguency
k = wave number

I = angle between —-Bw and V_L

- We have used the 1‘._elaﬁibnship-

w . W i
B _k (B.3)
“w

The geometry of Bo' V_L, V“, Ik, Bw’ and Ew is shown in PFig. B.l.
From Eq. (B8,2), we can obtain two constants of motion [Bell, 1965;

Dysthe, 1971; Matsumoto, 19721

2 t 2
U = (V“ k) *V (B.4a)
: \ : VJ_ _ .
X = (vn - Vo) - ?..Slw 5/ °°s I (B.4b)
where
eB
Q=
w o me
QO - W _
Vo =—% is called the cyclotron resonance velocity

Equatlon (B.4a) :1.mp11es 1:11&1, electrcn energy is conserved in ‘the

frame mov:.ng w:.i:h the Wwave phase veloclty w/l:. I't is n.mportan't to em—" -

p_ha_.size that wave and electron are traveling in tlie opposite directions.
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Fig. B.1l. CONFIGURATION OF T AND B FIEIDS OF A

WHISTLER MODE WAVE AND VELOCITY COMPONENTS V”
AND V, OF AN ELECTRON IN THE IAB FRAME. The
wave and the electron travel in the &, and -8,
directions, resgectively-. I is the angle between.

~By - and -'V-.L' Byy 2. constant magnetic field; . -

aligns in the é‘z direction.
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In that frame;_there exists only static magnetic fields. The forces ap~
Plied to electrons are always in directions perpendicular to the electron
‘motions. There is nc energy exchange between the wave and the_electrons.

The second constant of motion X has been called the "“inner Hamil-
tonian" [Liemohn and Duane, 19767. ‘

In the 3-D phase space where V", V;, and ¥ are chosen as the
three orthogonal coordinates, the.two constants,'.Uz"énd . X, ' represent
two surfaces. A constant U2 deseribes a cylindrical surface of radius
U, where U > 0, centered at'-V” = w/k and V; = 0, Thé axis is§ par—~
allel to the Y-direction.

A cohsfaht X »represents a rather complex surfaée in'the phase
plane. The cross section of the surface in a plane with constant ¥  is
a pérabola with the axis pardllel to'the. Vi axis. The Verté# is at
fVo, —(RX/QQW eos ), V1, and the length of the latus rectum, the chord

drawn through the focus and perpendicular to the axis of the parabola, -

equals Zﬂw Icos W . The parabola is ppen towar@g the positive VL di-
fection.when -n/2 < ¥ < /2 and'toﬁ;rds fhe'neéativé Vi direcfion
otherwise. .Wé are interested in the porfions of the surfacé_on which
VL > 0. Figure“B.Z iilusfrates the loci of the vertices éf fhé parabolas
in the phase plane for three cases: X >0, X =0, and X< 0. fThe cor-
reépdnding surfaces are shown in Fig; B}S..

q;ven_thg valugs of V”, Vi, cand W _o? an_eleétr?n at ag instagt}
Uz. and. X are defihed thereaftér. Thé trajectory bf the eieétron.iﬁ
phase space is the intersection of the.two_surfacés defiped_by tye va}ues
of . Uz..and X.. Figure B.é éhowé sevérai électrqn tfajeétorieéuiﬁ which

we use .the same VL,.V” but various 1 for the electrons at an instant

2
to calculate the values of U and X of the electrons. It turns out
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X>0
em— X <0

THE PHASE-PTANE LOCI OF THE VERTICES OF THE PARABOLAS

Fig. B.2,

oAb,

. (B

.. DEFINED BY EQ
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e e

Fig. B.3. THREE SURFACES IN THE PHASE PLANE SPECIFIED
RESPECTIVELY BY THREE CONSTANTS X; X >0, X =0,
AND X < 0.
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Fig. B.4. TRAPPING CONTOURS IN THE 3-D PHASE SPACE.
8¢ is the small angle such that electrons with

Vy =V, at [|v] > m-6. can not be trapped by
the wave.
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that the value of U2 is the same but that X has various values.

There are two kinds of trajectories. Those with closed contours corre-
spond to the trapped electrons. The others with open contours are the
trajectories’ of untrapped electrons. There are-several important fea-

tures worth mentioning.

(1) All the trajectories are on the same cylindrical surface

2
defined by the first constant, U .

{2) Not all the electrons whose trajectories pass through
| VIII =V, can be trapped by the wave. Thqée which pass
through Vv =V, at |v| > %~-6_ are not trapped. An
approximate expression for 96 has been worked out by
Gendrin [1974]1, We have independently worked out this
angle numerically for a model in which £, = 100 kHz,
fH = 9.8 kHz, £ = 4.5 kHz, and U2 = 7 %104 '(m/sec)z.
The result is shown in Fig. B.5. For’ Bw<10 my, this-
angle is very small (<1°)., However, for waves with

B ~ 100 my, 96_ can be as large as 5°,

There are two important points in phase space: the so~palled regonance

point ét
R Q /kv
= =v &y -2 (W 4L
=0 and V“ Vr a Vo T (1 T (B.5a)
WL
and the anti-resonance point at
Fay S-ao Q,w/kV_L
‘l" - T and Ylf Vop 8V, * £ \T _.Qw/kv_,_ . ) B ..5b). _

_They are the solutions of Eq: (B.2) when i}l_l- = V_,_ =y = 0. Furthermore, - - S

the resonance point is a stable point and the anti-resonance point is
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+ a = 35%.38°

6, .(degree)' :
A
{

_'__/g.,,'[ t 1 S A |
10 o0
By (mr)

Fig. B.5. THE ANGLE 9 V8 WAVE AMPLITUDE ASSUMING ELECTRON
PITCH ANGLE TO BE ABOUT 35° 10 38%. This angle  becomes
- Breater than 4° when +the wave ig stronger than 100 my,
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" generally an unstabie point. The projection of these points, as well as ; .
that of electron trajectories on a V"-w plane, are shown in Fig._B.G.
It is interesting to point out that an electron which passes through

=V

V“ apr’ Yegavdless of the value of ¥, is always trapped by the wave.

The deviation of Vﬁr Trom Vb is proportional to Bﬁ for small Bw.
At two extreme conditions, the two resonance velocities Vr and Vﬁr

are identical. When ﬂw/k p>A v,
V=V =-%_ 5 ' (B.6)

By recollecting that V“ and Vph in our convention ave in the opposite
directions, we realize that Eq. (B.G) is a longitudinal resonance condi-

tion similar to (but not) the Landau resonance. When Vl >> Qw/k,

V =V = V. : (B.7) -
r  ar )

Under this condition, vV is the "?331"_03919t?°n resonance velocity.

The frapﬁing width in V“ is not symmetricél about V|l = VO.. The
lower boundary extends further in _V” than the upper boundary, But the
difference is very small. Figure B.7 shows the difference ANtL - AMtU £j3
and the total width AHtL + AVtU for a model in which fp = 100 kHz, -
fH = 9.8 kHz, f = 4.5.kHz, electron pitch angle Q% ~ 35°, and U2 =
7 % 1_014 (m/sec)z. When Bw'< 10 my, the ratio:qf.the_differenceqtdthe_
total.range ié less than 1 percent.

A way to obtain an. approximate formula for the trapping_width is to
assume é cqnstanf Vi instead of using the first constant of motion U2.
From Eq. (B,éb), we can find the value of X for the electrons whose tra- -
jeétories are on the boundary of the trapping width by setting Vh = Vb

at Y =im, o ie.,
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Fig. B.6. 7THE PROJECTION OF THE 3-D TRAPPING CO
IN FIG. B.4 ONTO & (V, -¥) PLANE. The untrapped contours

are not shown. Vg,  is larger than &Virr.  The contour
passing through the location V“ =

=V, and Y = #90° is
symmetrical about the line . V" = - :

NTOURS SHOWN
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vy Ay, (10% misec)

i

ho

X

}

Pig. B.7. THE TOTAL TRAPPING WIDTH AV
VALUE OF AV, = AV, VS WAVE INTENSITY.
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v
¢ = L
X, = 29\'.-(1:) - o . (B.8)

The values of V” at Y =0 under the condition Xe= \b are

v 2.
v 4 oof WL
Uy =V 2(—-_k ) o | (8.9)

The trapping width in V" is therefore
2] .
o &Y 172 : ' -
N, = 4 I\* (B.10)

 Using the same wmodel as the one in Fig., B.7, we plot both Avt .of Eq.
- (B.10) and the "exact"™ trapping . width 'Avﬂ'l-+ A\%U o Fig.”..B.S. If ié
noticad that the discrepancy is very small even for Bw = 150 my. Ir_z
general ‘Eq. (B, 10) is a good approximation of the trappiiig wicl"th for
electrons with pitch angle greater than 10 den*rees and wave intensities _
less than 150 m')' | | : | o
So far, we have discussed only electron motlion in a WM wave :I.n a
phase Space in which 1:11e tempboral variations are not explicitly shown.
It would be beneficial to illustrate the electronrmotions in' a WM wave
cin the time domain .V |
We shall stori with a brie.ﬁ diScussion of tha importanca oi’ the tarms_

on tha right-—hsmd side (RHS) o.E Dq. 8. ).- 'I‘he first terms in Bas. (B.2a)

and (B..?.b) are due to V‘L x B .and V e 13 :L’orces, 1'espect1vely. Thga. N

second term in Lq. (B '.2b),' | (—w/k) (eB /m) siu \Lr, is dua to the E force.,
In Eq. (B. 2c) 1:11e first term 5_10 _and tha second 't:erm k (V -}-m/lx L rep
ressnt the V X B (gyrat:l.on) forca and the doppler shi.t‘t to the wave,

respectively. _ The third term comes from }r.“__x BW ancl E\'v . forees. - AR
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- Tig. B.&, THE CALCULATED TRAPPING WIDTH AV, BY EQ. (8.10) | |
AND THE VALUE OF Ay + &V, VS VAVE INTENSTTY. |
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Equation (B.2¢c) can be written as

: EBW VH Tk |
¥ o= kCVo - V") Il —-v——l cos _ (B.11)

The last term is, in fact, the very term that causes Vr and Vér to

“deviate from VD. The effect of this term on the trapping region becomes

more pronounced near Y = 0 and fn. We have shown earlier that this

effect is relatively small for B“'T < 10 my énd electron pitch angle >10°

This term will become important when electron piteh angle is small [Dys-
the, 1971; Inan, 1977] even in a weak Field.
By neglecting the last term in Eq. (B.11), we have

T = k(Vo - V“) (3,12)

We can lump Bgs. (B.Z2a) and (B.12) together into

. [V eB o
¥+ ( = "") sin ¥ = O (B.13)

n

This is & pendulum equation with Bw analogous %o the gravitation force
g and With_ m/(ekVi) analogous to the length of the pendulum g, A
change in Vl .implies a variation in 4. wor the purpose of illustra-~
tion of the Vi X B phase bﬁnchihg.mechanisms,' let us assume a .con—
stant VL' This analogy is iliustrated in Fig. B,9. The ﬁeriod of thisﬁ

oscillation for a small angle approximation is T ‘where .

.t!

T, = — 7z (B.14a)

eB
I W
(\.L m )
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3_'P1g"B 9, AN ANAIOG OF AW BIECTRON MOTION IN A WM WAVE TO A PENDULUM
MOTION IN THE. GRAVITATIONAL FTIELD. The time domain motions are showd

in the upper panel, and the corresponding phase domain motions are in
the lower panels.
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Tt is the trapping period for small phase angle elecirons.

As the pendulum swings from Locations 1, 2, 3, to 4, it executes a
trajectory in the phase plane (ﬁ,w) as indicated by 1, 2, 3, and 4.
Similarly, as an electron in a WM wave with a phase angle ¥ changes
from positions 1, 2, 3, to 4 in the time domain, its position in the
ﬁhase plane -(V";w) is wmoving from 1, 2, 3, to 4, as indicated in Fig.
B.9. The condition V" = Vo implies ﬁ =0 and occurs only at the two
locations where [¥] = mascimum.” In:this example, -V” = Vo oceurs only
at Locations 1 and 3.

Without any other external force, the perdulum will exerciée a pe-
riodic (but not sinusoidal) oscillation in time if the condition i =0
occurs within -180° < ¢ < 180°L OtherWiSe,'it-ﬁili rotate. Similarly,
the electron is oscillating or rotating if the condition V"==Vb can or
cannot be met within —180° < ¥ < 180°. The electron oécillating in time
has a closed contour in the phase plane and lhence is trapped by the WM
wave. The.one rotatiﬁg in.time has an dpén contour and hence is untrapped
by the wave.

For those trapped electrﬁns with large phase.angle $R .at V“==Vb,

the trapping period depends on the value of *R and is [e.gz., Matsumoto,

19721

T ) = —;;—554—;— K éin Y3>" B f fB 14b)
Ry g )2 2
il w
where
/2
K(x) =_Jf. de

0 &h.—'kz sinz 9
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K(X) is the complete elliptic integral of the first kind. EK(sin wh/2),
. as a funetion of wﬁ’ is plotted in Fig. B.10. For eléctrons with ih%:

i at Vv =v

] o! the tyapping period iz infinite,

_ We shall:recall that the period of a pendulum is almost constant at
the value 2n+j/g rfor Teasonably small angles (say,'15°). This is
the key_tq wnderstanding the phase butiching mechanisms. Suﬁpbée thé£e-.
.are many electrons initially at V = Vo but at various phagze angles.
Theirﬁ Vi's._are_the same., Inltlally, there is no transverse current
as shbwn_in.Eig. B.11, Correspondlng to the analogy of pendulums, the.
‘Rendulums ‘ave identical and ave at varlous locatlons but at rest 0&:0)'
initially. As time goes on all the pendulums converge towards 'W_? O.__
-_At one quarter of the period, ﬁ/z»laﬂg, the pendulum51n1t1ally a small
¥ are in alignment with each other at ¥ =0. In the wavenelectron
system, thls-phase-angle-convergence mechanlsm is .alled phase bunchlng.
It is this process that creates g transverse current 1n the dlrectlon of

"B., as shown in: Plg. B. 11 ' The bunchlng tlme Tb is deflned s a guar-

W
. 18 m )
T, =3 (erkV ) ' _ (B.15)

~1
It is interesting to show that Tb is  the correspondlng frequency

ter of Tt'

range of_the_trapping width'; which we shall call the coherence bandwmdth

AF A-‘i-avt .=.;?§‘ (FV_L.“w)._W .={T;1 L (eas) -

- CB 7 2r

It is 1mportant to p01nt out that these electrons at the same locaH
tlon in spaee inltlally w111 not arrive at another location later simul-

' taneously because their“_vnfg..arg not identical (due-to-differehtﬂ?fjkf&'
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%))
I

K (sin y/2)
N
|

W
I

w2

Fig. B.10. prOT OF THE VALUE OF K(sin wﬂ/z) IN EQ. (B.14b)
Vs u;R.

(a) (b)
Fle. B.11, ILLUSTRATION OF PHASE BUNCHING MECHANISM. See text,
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forces) [Helliwell and Crystal, 1973]. There is a spatial spreading ‘in
the phase-bunched current. In other words, a single sheet of electrons

at the same location wlth the same v and Vi but various 1V initially

can he phase~bunchsd by the V X B | forces to create a transverse cur-

rent whloh is in allgnment with B v’ The transverse current is not lo-
calized but spread in space becazause the V 's of ths electrons_have been
'"altered dlfferently by the hunchlng forces.

For a general case, the transverse current produced by the phase~

bunchmng processes can be decomposed 1nto two componsnts- 1 parallel

to the_ Bw and J2 perpendicular o it, as indicated in Fig. B.12,

. kL = : :
I G, 8) =f f J- af (x,v ,V ,¥,t) v* cos ¥ dy dv. dv  (B.17a)

IR, = QF(X,V ,V ,¥,t) V> sin ¢ dy 4V dV  (B.17b)
2 v ) nel L Lo
]

Even though there 1s no.general agreement on how large the ranges of Vh
and Vi must be over which the integrations shall be_carried-out_[Sudan

and Ott, 1971; Dysthe, 1971; Nunn, 1974; Crystal, 19741, the latest com-

puter simulation results [Crystal, 1977] seem to confirm that integrating

only over the trapping width can give a good indication of the magnitude

of these simulated. currents. Furthermore, it is shown in Nunn - [19717]"

that, in an inhomogeneous medium, “cyclotron resonant electrons may become

. stably trapped, undergoing a steady change in energy.and momeﬁfum}_ Wiere - .

wave-particle~interaction time exceéds one trapping period, bunches of

stably trapped particles completely dominate intefaction with the wave.”
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We believe that bsth %rappéﬁrénd neaﬁly-trapped electréné.are-im—
portant to the wave growth. H0wever, since ﬁrapplng is such a simple
1dea that can give us good indications of the stlmulated currents and,
51nce we are 1nterested 1n a qualmtatxve answer at the momenﬁ, we . shall _
consider the trapped electrons only from now on. | |

As. to hpw these cur?ents contribqte to wave_ampliiicgtion, there
aré different opinions, tob. In the model of Helliwell and Crystal
_ E1973], the current_lJl Jis treated gs_a_soqrce_currept~which radiates
. a new field. The new field combinéé with the old wave, resulting in net -
wave_growth.. Freqﬁency variations come from the inhomogeneity in  the
geomagnetic field lines.  In Dysthe [1971] and Nunn [19741, a gradient
'_in'electron .V“ distributions is required o produce 'J2.  SinGE"JéT
is aligned with Ew’ there'is energy exchange (Jé 'Ew) between -the
" wave and the electrons;.-Ji._serves as the source of frequency variations
in both homogeneous and inhomogeneous cases.

' The -inhomogeneity of the geomagnetic Ffield in the magﬁéﬁbSﬁhefe 18
impbrtant in WPi'processes. For instance, the inhomogeneity acts on the
'eiebfronsfliké”an'extefnél"tdfqﬁe; bﬁshing the~sfébié'p6§nt'iﬁ7'ﬁ From
Y, = 0° to other values; deforming electron trajectories in phase spaces,
and reducing-the trappiﬁg width. TFar away from the eqﬁator the inhomo-
genelty is so0 large that trappmng becomes 1mpossmble [Dysthe 1971 NUnn,
:1974] Ior cw waves W1th reasonable amplltudes.- Mbre quantltatlve argu—
ments on when tr1pp1ng is p0551b1e will be dlscussed later in thms sec—

tmon.

The inhomogeneity ¢crces in the equatmons of motlon are modeled

‘[e.g., Dysthe, 1971] as

165




sz

= o L OB

=5 (B.18a)
mvy.v

5oL aB

They are derived from the first adiabhatic constantznuithe Gauss law
v -§w=_0_-31t has. been éssﬁmed that the spatial variations in B ave
very small over a distance of the order of the electron gyro~rad1us. The
forces have been averaged over a gyro—radmus. Thls is a w1dely—used |
‘model [Dysthe, 1971; Numn, 1971 ; :nan, 18771, | "

Electron motlon 111 a WM wave in the magnetosphere. therefore, can

be modeled as le.g., Dysthe, 1970]

2
. w V. 3
Vy = v —a—_s%p ¥ f_éﬁ & oL (B.19a)
eB

. W, L OB : s
VJ' = (“ + i—) & Fin-y 2B 5% (B.19n)

- S ' w - eB +{i: o ' -
=48 - I{(V” -+ E) Rl ”V - cos W 7 (B.19c)

N ,
where
2 = eB/m
RE = earth radius

1l

McIlwain's L parametesr

T 7 Ve havé assimed that % = G is at the equator and that the wave amd

electrons travel 1n +Z and -z dmrectlons respectxvely.-The curvatur_
';“of the geomagnctlc flelds is not 1ncluded in the formulatlon. The geomag-
netlc fleld near the equator can:be assumed”as o
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P>
B=B|14+2 (i-) g ' (B.20)
o 2 :

LRE 2
Nunerical solutions of thege equations have been calculated [inan,
19771 :an.-. various values of Bw'
Equation (B.19¢) is the same as ®Bq, (B -2¢). By the Same .argument
given befc:tre s for electrons with & pitch angle greater than, say, 10 de-
grees, the pendulum type of equation is obtained ag follows:

o~ - lc(V"- + ;—;—J) - ' (B.21)

By differentiating Eq. (B.21), we have

e

=4 - 1':vtl - m'r" - (8.22)
We have assumed s constant frequency Signal s0 that m = 0, From
the WM dispersion relation, it can be shown that

el |
.-l\-m (B.23)

Substituting (B.19a) ang (B.23) into (B.22), we have

o llr + kV.L- < Sin ¥ = - 5T V”. 1+ 5?5_-‘5)‘ 5 (B.24)
We have used

R 138 1 2n |

B ~0% (8.25)

~and.

. on :
P . _ 26y, -

ENE L e
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Let us define the RHS of (B.24) as </m, i.e.,

2

kV kV" o0
T/m_-'z—Q'+V 1+2—(-m'a—z" (B.27)

The inhomogeneity works as an external torque ¢ which is a function of

position. When |T| < eBkai, we can define an angle wb so that

sin wb = T/eBka; (B.28)

Equation (2.22) can then be written as

kVieBw
— [gin ¥ - sin 1[!0] = 0 (E.29)

I+

At ¥ =Y s ¥ = 0, The inhomogeneity force has shifted the stable point
of the pendulum from ¥ =0 to wb. Electrons are still trapped by the
wave but the.{r oscillate about = ¥ instead of about v =0 when =
varies sufflclently slowly for a distance of the order of V -Tt, vhere
Tt is the trapping period. The trapping width is reduced, ‘too [Dysthe,
1971; Nunn, 1974]. On the other hand, when |T| > eBkai, trapping is.
impossible.

At the end of the triggering wave, assuming that the stimulated cur-
pents are not sirong enough to maintain a self-sustained system, the or-
ganized electrons will undergo a phase-mixing process which reduces
transverse currents. In a homog:nedus model, this procesé ocecuys because
6f a finite Vﬁ gpreading in the o:ganized eleqtrons. let us assume that
only trapped electrons are important in the bunching processes. At the
end of a wave train where t = 0, B, disappears. From Ed. (B.lS) for

£t >0,
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(B.30)

Integrating twice, we have

V= At +B (B.31)

viere A, B are constants to be determined by the initial values of w
and ¥ at t=0,
Trom Eq., (B.12),
V= KV, -V ' (B.32)
Thus, . . . . . . zw'

¥ =KW, -V)t+B (B.33)

The trépping'faﬁge in the phase plane is deformed, as shown in Fig,
B.13.  Note, the V. 's do not change but the ¥'s do. The electrons
eventually will be.totally phase-mixe&. The.drift in Y is gg:;inear
function (V -—V )t. The further away from V s the larger the drift
in e The largest dmfference in VY-drift is between the electrons with

V" =V, + Awffz and can be written as

AF (6) = ~2gmA¢ opt (B.34)

The debunching time is defined as the time required +o randomize the or—
ganized electron. It can be showm, when-‘b@ﬁ(t) = * 25, the transverse
currents totally disappear in this case. Thu$, the debunching time TD

can .be obtained as

T == =T _ (B.35)

In an-inhomogenéous,model, in addition to this finite spread of W;s

- that causes phase-mixing, there is another adiabatic force which helps
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Fig. B.12, CONFIGURATION OF J'.I.’ J2 or
EQS . (B_.l'?a.) AND (B.17h).

-

Fig. B.13. VARIATION OF A TRAPPED REGION AT THE END or
TRIGGERING WAVE IN A HOMOGENEQOUS MAGNETOPLASMA.
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the phase mixing. As can be seen from Eq. (B8.24), various values of
either Vii-gr -V"_ will produce different external torque <. This
causes differential drifts in ¢ +to produce phase-mixing. Thus, in

an inhomogeneous media, the debunching time should be smaller than 'TD'
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Appendix C

DERIVATION OF SIDEBAND REPRESENTATION OF FSK WAVES

In this appendix, we shall derive the sideband representations of
the FSK waves analyticaily. The sideband ampliéudes, frequencies, and.
phases will he given quantitatively.

An FSK wave texcéptthecalibration wave) consists of a sequencé.of

RF pulses, each lasting Ts mseec, alternating between twe carriers sep-

arated by Af., It can be viewed as two pulse trains: one at the car-

rier £

1 and the other at fz = f1 ~Af, Each of the pulse trains is a 3

square-wave modulated sine wave consisting of a sequence of RF pulses
and gaps in between. All the pulses and the gaps have the same duration
Tg* The phase difference between two successiﬁe pulses Aﬁﬁ. equals
ZﬁAfTS which creates either an in—phase.or gn anti-phase. condition.
Analytically, the ¥SK wave can be written as : %

1v$,ﬂ(t) = cﬂ( - %)[Mo,ﬂ(t) sin (2rf % + ;250) | I

- ﬁMOI’K(‘t) ain (2nf,t + Q‘i + Q)’o)] (c.1)

where Mo Tt(t) are the square wave trains shown in Fig. C.1. The sub- |
H

scripts o and ©n denote the 0- and n-conditions, respectively. M (t)
' _ o,%

extends from t = -» to +». C and CB are the wave intensities of £,

and fz, regpectively. The inherent limitations on the transmitting E

system at Siple cause B to be different from unity and P < i. The ' ;

iaviation usually is small vhen Af << fl. fw(t) is a square pulse with

a unit height and one-s duration centéred at t = 0. g, is the initial

phase angle of the carrier at fl and is constant. ﬁi equals Zﬁﬁfrs.
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:'%Mo'(t_). |

~nk

. %M,’r (1)

Fig. c.1. PLOT OF THE FUNCTIONS M, (%), M,r(.‘t) oF
- EQ. (C.2b) ys T IME -i-s is the small Pulse length.
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Without losing génerality, we can assume Q% =0 and ¢ =1. Then,

Eq. (C.1) can be written as

o4t

1 — — _1
_Wo’n,(t) = H( 2) W (j:) _ (C.2a)
where

.wb,“(t) = Ma'ﬁ(t)'51n 2ﬂf1t + Bmé,x(t"Ts) sin (Exfzt-+ﬁ£) (C.2b)

- The Fourier transform of W (5} is defined as

o,n
. o ' e | ~i2nft
A, (£ & &‘l}vo ﬂ(t):, = f W (8) e TETEE g (C.3a)
1 | ® i2nft
A g — . ;
wo,ﬁ(t) =2 F [Ao'ﬁ(f)] = '[m Ao,ﬂ:(f) e df (c.;b)

A _(£) can be written as le.g., Bracewell, 1965]

0,1
) = L - -~
Ao,ﬂCf) YISO [SCf ) S(f * fl)]
—iznfTS e—iﬁi
+ e T LICEP R s+ (o)

where-

£
~
H
o
]

-~ . . -
~i2xf+t
t
.[m Mo,:r( ) e dt

o
—

"
i

Dirae delta function

*:
I

convolution - -
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; o : ' —iZ5f
The amplitudes and phases of m {(f} and m e are
0,7 o,n

shown.ip.Figs. sz and C.S, They are the base-hand spgctrum of wﬁ,x(t)
consisting of.discrefe spikes separated at multiples of (275)_1. For
example the 5pacmngs are at multlples of 50 Hz when 7 = 10 msgec.

The delta functlons shift the whole base—hand Spectrﬁm to the ap-
propriate frequency bands centered.at '*fl_ and '*fz In general, f
and 'fé are in kHz ranges; the spikes shlfted from the base-hand toward

_the p051t1ve and thosc towards the_negat;ve frequenqy ranges do not in-
terfere with each other Furfhermore,-bécause thé transmitted signals

are real signals, the part of the spectrum on the positive and that on

the negative frequencies are conjugate to each other.

That is, _
ACE) = A (£) + 4 (£) (C.5a)
and

A = a*(-0) | | (C.5b)

where -

1 _ -izﬁfrs ) 1 fiﬁi _

A+(f) = mo’ﬁ(f) o a1 O(f - fl) + Be .mO.,Tf(f) * oy e 3(£ - fz)
(C.5e)

Figure C.4 shows theramplitﬁdes and phases of, A+(f) for- the fol-
lowing two cases: (a) Ty = 10 msec "and Af = 100 Hz, and (b) T, =20
ms and Af = 100 Hz. Both are O-waves. Figure C.5 shows the following
- two: (a) T, =10 ms and AFf = 150 Hz, and (b)"ws =20 ms . and Af=
125 Hz. Both are g-waves. B has bLieen assumed o be unity for simplie-
ity. The frequenCy'SPacing-betweeﬁ'the spikeS'fbf'thé éignals'with ér =
10 and 20 ms are multlples of 50 and 25 Hz, respecﬁlvely. The spectrum

A (£) = is symmetrical about the frequency at (f -+f )/2
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ll"A+(f) |
1s=10ms
Af=100Hz
. ) ‘ ’ |
) _
__W_I-QqLA_.p(f) = g l -
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} :
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Fig. C.4. PIOTS OF A,(f) OF EQ. (C.5e) FOR TWO
O-WAVE CASES: £_ = 10 ms, Af = 100 Hz _AND

T, = 20 ms, Af 2 100 Hz.
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Fig. C.5. PLOTS OF AL(f) OF Eq. (Cc.5¢)
FOR TWO m-WAVE CASES : T = 10 ms, Af =
150 Hz2 AND Tg = 20 ms,” AF = 125 gz,
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It is noticed that there are no spikes at 2 and f the ecarrier

1 27
frequencies, when the.signals are fa~waves. This is understandable. The
odd mulfiples of g-radian phase shifts between sucecesgsive pulses in g
caryrier have cancelled the signal intensity completely in the carrier
.frequencies. It is a kind of carrier suppression transmission. There-
fore, ﬁhere_is 10 energy at the carrier frequencies,

| Ao,ﬂ(f) consists of discrete spikes in frequency. From Eq. (C;Sb),

.. we have.

Wn,ﬂct) = 2; PJ sin_(2an# + ﬁ&) (c.8)

Each =pike corresponds tq a sinusoidal wave in time domain. The FSK wave

W' (t) can be represented as
o,n
W' () = r1 X zz Posin (2rf t + ¢ ) (c.7)
o,n 2 5 J J J :
It consists of geveral sinusoidal waves gt various frequencies. Each
of the sinusoidal waves last for one second, exactly the same duration as

the FSKed wave. These sinusoidal waves, ar spikes in the spectrum, shall

be called sidebands.
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Appendix D

MISCELLANEQUS EXAMPLES

The purpose of this section is to show a collection of interesting
VLF wave phenomena related to 'coherence bandwidth." We shall present
some of the experimental results from two of the VLF wave injection ex-

periments.

i. COBA Program

There are two kinds of signals in the coherence bandwidth (COBA)
program. The first kind involves stepping up or down in frequency im a
one~s pulse at the Tth msec. The frequency offset AFf ranges from -25
to 25 Hz. The first T msec of the pulse organizes electrons in a range
AV" centered on the corresponding resonance velocity. When the fre-
quency offset Af is greater than the coherence bandwidth, most of the
electrons organized by the pre-offset section of pulse become "free.”
They may radiate a field in a natural mode. Thus, triggered emissions
may be developed at the offset. On the other hand, when AN is less
than the coherence bandwidth, most of the electrons organized by the
pre-offset section can interact with the post—offset section. We may
only expect to see a small amplitude perturbation at the transition.

The second kind is the so-called "rake-spectrum” signal. A pulse
at §0 is transmitted for 400 msec, followed by an FSK wave with Ty ™
10 ms alternating between fo + 75 Hz foi 1.1 sec. The rake-spectrum
signal is illustrated schematically in Fig. D.1 for both the high time
résﬁiutidh and the high'fréquency'résolﬁtion'diéplays. The infenéity
of tﬁe sidgbgpg aﬁf fo is about one-third that of the pglse. The phase
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Af . Afst75 Hz

Af At=10 ms
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11||-|11|Ir-l!_'|l|-'
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fo+ 0.1 | TZ |
fO
fo - 0.1+ —
} ] 1 L1 ! l
| 1 A
bt t 1 1 l 1 i L] l IR T N | I h

0.5 1 1.5  sec
(b) |

Fig. D.1, DISPLAY OF A "RAKE-SPECTRUM" WAVE AT A HIGH TIME RESOLUTION
- AND THAT AT A HIGH FREQUENCY RESOLUTION.
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is not continuous at fo during the transition. There is a difference

of 3%n/4 radians between the phase of the key down pulse and that of

the sideband =zt fb' It iz important to point out that the transition
in the rake-spectrum is not smooth, because an glectron can not resolve

the sidebands in the interaction region until it encounters more than

four 10 mseec pulses. Thus, the key down bulse may trigger emissions

that may then be entrained by the sidebands.

This program pfoduces a variety of interesting phenomena, but it
has not been possible to provide conclusive evidence.regarding the size
of the coherence bandwidth because of the lack of a large zet of data
samples. Two of the moét intereéting phenomena oécur afound the vernal
equinox and will be discussed in this seetion,

Multiple triggering of rising emissions as shown in Pig. D.2 are
among the typical feaé%res of wave activity during the equinox periods.
The triggering signal iz a oﬁe-s iong pulse. It triggers a riging emis-
sion at about the 420th msec. The emission starts to develop around the
300th msec. We shall call this kind of emission ° pre-termination emis-
sions." The pulse triggers another rising emission at the end.

fzgure D.3 shows four one-second waves in the COBA brogram. The
frequency offset in each wave occurs at the 400th msee. fThe offset fre-
quency. AF  is 48, ~5,.+25, and -25 Hz, as indicated. The ramps indicate
that there are two paths and that the one with the longer delav ig the .
stronger., The ramps also serve as a barrier to prevent the emission
trlggered by one wave from confamlnatlng the follow1ng wave. The times
of offset are indicated by vertical bars on the top of the panel; the

short bar for the first path and the long otie for the gecond (a stronger)

path. It is observed that the negative offset in frequency has inhibited
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- ' .:‘
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0 1 sec

Fig. D.2. AN EXAMPLE OF MULTIPLE TRIGGERING; A
TYPICAL FEATURE OF TRIGGERING AT EQUINOX.

RO 16 MARCH 77

1436:22 UT
kHz l I I |
I | [ B

so| S A T v e !: - o /
2.0

At ' L : ! : oo

(0] 2 4 6 sec

/ //
Af S Hz -5 Hz +25Hz -25 Hz

Fig. D.3. DEMONSTRATION OF A PART OF THE COBA PROGRAM TRANSMITTED
AROUND EQUINOX. The pre-termination emissions are observable when
the triggering waves have a positive frequency offset and disappear
when the waves have a negative frequency offset.
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or delayed the pre-termination emissions, while the positive offset-in_.
2frequency does not affect the development of this emission. This indi-
cates that a 25 H= offset 1n frequency of a signal is not large enough
to allow the two sections before and following the transition to become
independeut. Thus, 25_Hz is less than the coherence bandwidths of ‘the
signal in ﬁhe pre-offset section in the interaction region.

The mechanisms that.change.the form of the pre-termination emis-.
sious uue to negative offset in frequency have not been identified yet.
However, it is believed that the timing of the offset is an important
factor. 1In all the caseg shown in Fig. D.3, the offset time is at the
400th msec, the time when the rising emission would.hare:been derelop~
ing, had there been no offsete 4 positive frequency offset eppears to
favor the development of a rising emission. A-hegefive frequehcy:off—u'
set seems to inhibit the development of risihg emission,

Figure D.4 shows an-examﬁle:cf'"rake-spectrums." 'There uere tﬁb
paths, but the second path is the more pronounced. The 400—msec 1ong
pulse has been ampllfled.. It niay have trlggered a BLI type of emission

[Helliwell, 19787 that appears to feed energy to the 2 45 2 55, and 2.5

' kHz 51debands. The szdeband amplltudes appear to decrease and fznally

reach the steady state levels. The total amplltude has dropped by abcut
.10 4B from the: peak value to the steady~state value, as indlcated by the
amplitude chart. The tran51ent perlod is about 250 msec.

One more example is shown in Flg D. 5 There is only one observ—
able path in this perlod The emlselon trlggered by the initial constant
frequency pulse is entrained by the 2.55 kHz 51deband and appears to
fluctuate in between the two nearby szdebands at 2,5 and 2 6 kHz. _The
1nten51ty of the eriss1on forms a plateau for about 300 msec and is fhen

quenched to a steady state level.




RO 16 MARCH 77
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Fig. D.4. AN EXAMPLE OF A "RAKE-SPECTRUNM" WAVE. The emission

triggered by the 400 mg key down pulse appears to feed energy to
the 2,45, 2.55, and 2.6 kyz sidebands. The total intensity de-
Creases at a rate of ~30 dB/sec, and transient lasts for about

250 ms.
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Fig. D.5. ANOTHER EXAMPLE OF A "RAKE-SPECTRUM" WAVE. The emission
triggered by the 400 ms pulse is entrained by the 2,55 kHz side-
band and wiggles in between two nearby sidebands at 2.5 and 2.6
kHz. The intensity is almost constant for 200 msec and then drops
10 dB to the "normal" steady state level.
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50 Hz Frequency Spacing between the szdebands has 1mposed llmltatlons on
the steady state levels of the ampllfled szdebands. When the amplitude
of a s1deband is heyond its steady state levei, it interacts with other
.sldebands at nearby fzequencles. For reasons that we do not Tully undep-
stand yet, the nearby s1debands have suppressed the 51dehand with "ex~'

“cess” energy.

Thls postulate requlres Iurther 1nvestigation._'Itjwill:be useful .

to transmlt thls program agaxn near the eduinox beriods to collect nmors
'data samples.

It is 1mportnnt to polnt outthatthe,radlated energy from the trang-

mltter is dlstrlhuted 1n,o the smdebands when the transmltier is operated

.1n a FSK mode. For example, the 2,55 kHz sideband has only'about one

quarter oi the total radlated energy. ‘It shall not be surpr1s1ng to. flnd

'r that the coherence bandwidth of a s1ng1e frequency 51gna1 is 'much greater

_ than 50 Hz. In fact the eoherence bandw1dth of the pulse near the tran~
'smtlon appears greater than 100 Hz for the examples in both Flgs D.4 ang

D.5.

2. CBT Program
‘ —_— S hdl

The ‘coherence bandwidih trap (CBT) program is a complloated and long

-program. One cycle of the program 1asts for four mlnutes and 51xteen Sec-

onds, Its .Purpose is +o study the effect on wave growth of shlftlng the o

~g'_frequeney regularly :n the one—s trlggerlng waves by a small amount We

1ntend to  present only a small portlon of thls program. In that portlon
a smgnal is shlfted between two Irequencles' fé and f Af at regular

intervals.of'io msec. The phase is contlnuous durlng the 'trans1tlons._f
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The frequency shifts are 1, 5, 10, 20, 30, 50, 100, and 150 Hz for vari-
ous signals. There is a one second "off" period between two successive
signals in the frequency range (between :Eo and fo =150 Hz).

Figure D.6 illustrates the amplitudes of these waves of which fo
is at 3 kHz. It is obtained by band-passing the signals through a fil-
ter at 3 kHz with a bandwidth of 170 Hz. The first two spikes correspond
to the signals with Af=0Hz, the second two to the signals with Af=1
Hz, the third two to the signals with A =5 Hz, and so on. It is ob-
served that, as Af increases, the wave saturation levels drop. Figure
D.7 shows the plot of the saturation levels vs Af. Even a 1 Hz offset
can cause a ~4 dB reduction in the saturation levels. This reduction
becomes greater than 10 dB as Af increases beyond 50 Hz.

The electrons cannot resolve the sidebands of these signals with Af
less than 50 Hz in the interaction region because the modulation periods
of these signals are greater than 100 ms. The electrons can only resolve
segment-features of these signals. It can be shown that one hertz fre-
quency difference can produce more than a = radian phase difference be-
tween two pure sine waves at ~3 kHz traveling from the ground through a
duct at L =4 to the equator. Thus, the propagation path between the
transmitter site and the interaction region can introduce large amplitude
distortions at the junctions of successive pulses, creating regular am-
plitude depressions or enhancements before the signals arriving at the
interaction region. The received signals show the effects of both the
amplitude variation and frequency switching on the wave-particle interac-
tion in the magnetosphere.

Co_ntrary to the previous cases, electrons can resolve the sidebands

of the signals with Af = 50, 100, and 150 Hz because of the relatively
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Fig. D.6. AN EXAMPLE OF THE VARIATIONS OF THE SATURATION AM-

PLITUDE OF FSK WAVES AS Af INCREASES. It is part of a CBT

program. The Tg of FSK waves is 10 msec. The first two
spikes correspond to the two waves with Af = 0 Hz, the sec—
ond two to those with Af =1 Hz, the third two to those
with Af = 5 Hz, then 10, 20, 30, 50, 100, and 150 HZ.
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small modulation per:.ods on the s:ngnals (<40 ms) ~ The propagation path

mtroduces phase d:.fferences among the szdebands. Sidebands are constant

' i‘requency s:l.gnals w:.th a duration of one second (see Append:i.x C). The.
‘absolute phase oi’ a S1deband is not 1mportan1: o its ablla.ty to 1n1.erac1:_

with energetic electrons. . Thus, the propaga_t__ioh distortion will have no

effect on s:.deband growth.

‘The s:r.debands are spaced at multlples of 50 Hz and extend in :Bre—- .

quency more than the bandw:r.d'Lh of the Ffiltexr (170 Hz) It is therefore

essentlal 'f:o see the s:l.gnal strength over a larger bandw:r.dth. Figure 0,8 -

dep:r.cts the amplltudes of the s:.gnals over a 680 Hz bandwidth vs Af.

Comp_ar;r.ng this wit_h_ Fig. D.7, it is noticed. that the most: 51gn:|.i‘1cant '

change comes at the pcu.n'i: o:f.’ M = 150 Hz.. This is understandable he~

- cause the 170 H= band—pass f:r.lter leaves out a signifiecant amcunt of

sidebands for the FSK wave with Af = 150 Bz,
Figure D.9 shows the averaged wave intensities over four sets of

data samples obtained within an hour. The bandwidth of the band-pass

filter is set to 680 Hz. It appears that ihe ‘wave intensity drops as

Af  inereases for A < 100 Hz .,

For ' Af > 100 Hz, -sidebands. have beéen resolved by the electrons in

. the magnetosphere. Detaile_d studies reveal -(not shown)-'that these: side-

bands are not amplified sa.gn:.f::.cantly and that there are no ‘triggered

emission.

_The 2.975 kiz 51deband of the s:Lgna.l with Af 50 Hz - ig ebOu‘lz”i.é
times stronger than that of the 51gna1 w:u.th Af 150 Hz. 'I‘he former ‘

‘can tr:.gger ema.ss:.ons four’ out of f:.ve tlmes, wh:x.le the latter does no't:" '

L even show growth most of the tlme. ThJ.S suggesi:s that there is an am-

: emlssmns .

SRR T AT L ST S TR L A T b e ey

'._'pln.'hude threshold level above wh:n.ch waves can be ampl:n.i’:l.ecl and Lr:r.gger
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Fig. D.8. THE PIOT OF 'THE AMPLITUDE VS Af OF THE SAME DATA AS

- HAT IN FIG. D.7 BUT FROM A FILTER WITH A WIDER BANDWIDTEH, 680
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Fig, D.9. THE PLOT OF AVERAGED AI\'[PLITUDT VS OE OF THE FSK WAVES
DVER EUUR SETS OF DATA SALIPIES TAKEN WITHIN AN HOUR:
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When Af < 50 Hz, there are effects in the data due to frequency
offsets as well as amplitude variation introduced by Propagation distor-
~ Bion, Frequency offset effecis are small when Af is 1 Hz, Thus,'a.
drop of a few dB caused by a 1 Hz offset most likely is due to the ampli-
tude variations in the'triggering Signals introduced by theﬁprOpagation.
distortions.

Changlng the frequency of a wave corresponds to altering the ¥ of
the electrons interacting with the waves (see Appendlx B) Thus, some
" of the electrons trapped by a pulse at’ f may become untranped by the
following one at f Af. But there are electrons which can effectively
interact with 51gnals at both frequencles. ‘As Af increases, the number
of these electrons which 1nteract wmth szgnels at hotn frequencles is
reduced. The ablllty of the wave to orgenlze electrons is reduced and,
.hence, the growth is 1ess. This effect should be small when the fra-.
quency change is smali and shall become pronounced if the frequency shift
increages.

: A nay to ellmlnate the propagatlon dlstortlon hes been discussed in
the prev1ous chapters. In order to study the effects on wave growﬁh due
. to a small shift 1n frequency, it is necessary to reduce the propagatlon
dlstortlon by 1mplement1ng a pre— and a post—processor on;the transmitf s

'tlng and rece1v1ng 51tes respectively.
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